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ABSTRACT

The Runt domain (RD) is the DNA-binding region
of the Runx genes. A related protein, known as core
binding factor b (CBFb) also binds to the RD to
enhance RD–DNA interaction by 6- to 10-fold. Here,
we report results from molecular dynamics (MD)
simulations of RD alone, as a dimer in complexes
with DNA and CBFb and in a ternary complex with
DNA and CBFb. Consistent with the experimental
findings, in the presence of CBFb the estimated free
energy of binding of RD to the DNA is more favorable,
which is shown to be due to more favorable intermol-
ecular interactions and desolvation contributions.
Also contributing to the enhanced binding are favor-
able intramolecular interactions between the ‘wing’
residues (RD residues 139–145) and the ‘wing1’
residues (RD residues 104–116). The simulation stud-
ies also indicate that the RD–CBFb binding is more
favorable in the presence of DNA due to a more
favorable RD–CBFb interaction energy. In addition,
it is predicted that long-range interactions involving
ionic residues contribute to binding cooperativity.
Results from the MD calculations are used to inter-
pret a variety of experimental mutagenesis data. A
novel role for RD Glu116 to the RD–CBFb interaction
is predicted.

INTRODUCTION

The Runt domain (RD) is the DNA-binding domain of p53 type
transcription factors known as core binding factor a (CBFa)
subunits. The CBFas are expressed by the three related genes
Runx1, Runx2 and Runx3 (1). The three Runx genes are
important for developmental processes; Runx1 is important
for hematopoiesis, Runx2 is essential for skeletal development
(osteogenesis) and Runx3 is required for the development of
gastric epithelium (2–4). Runx1 and Runx2 also have been

shown to be important for vascular development or angio-
genesis and their activity is augmented by angiogenic growth
factors (5,6). Mutation of the Runx1 gene is associated with
human leukemias, whereas mutation of the Runx3 gene is
involved with the development and progression of gastric can-
cers and testicular yolk sac tumor (1,7,8). Mutation of the
Runx2 gene is associated with the inherited human skeletal
disorder known as cleidocranial dysplasia (9). A related pro-
tein, known as CBFb, binds to the RD of the CBFas and
enhances the DNA-binding affinity of the RD. The RD is the
site of both DNA binding and heterodimerization with CBFb.
Because of the involvement of CBFas in many developmental
processes and cancerous diseases, understanding RD–DNA
and RD–CBFb interactions may shed light on the control of
these processes. In addition, the involvement of Runx genes
with angiogenesis also makes the RD a potential target in the
development and treatment of many types of cancers.

The 3D structures of the RD in the free state, bound to
DNA, CBFb and both DNA and CBFb have been determined
using nuclear magnetic resonance (NMR) spectroscopy and/or
X-ray crystallography (10–14). Biochemical and biophysical
studies have been performed characterizing the binding of
RD to DNA in the presence and absence of CBFb (15,16).
In the presence of CBFb, the dissociation constant (KD) for
RD–DNA decreases 6- to 10-fold (16). Several studies have
identified RD residues important for both DNA and CBFb
binding via mutational analysis (17–19). The mutational
analysis usually involved mutations to alanine and analysis
of its effect on RD–DNA and RD–CBFb-binding activities, as
determined using yeast hybrid assay analysis. In addition, a
recent NMR-based study has identified a variety of residues
involved in the cooperativity associated with CBFb binding to
RD (20). While these important studies have given insights
into the role of individual residues to RD–DNA and RD–CBFb
interactions, the interpretation of the mutational analysis may
be complicated by the influence of the mutation on protein
stability, protein folding and other localized changes, espe-
cially at protein–protein interfaces, while structural and
dynamic information from NMR and X-ray studies cannot
yield energetic information at an atomic level of detail.
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Computational approaches can yield important details about
the interaction of RD with DNA and CBFb (21). For example,
the energetic contribution of individual residues to both DNA
and CBFb binding can be determined. By doing such analysis
in systems with all wild-type residues present, the risk of
mutation induced conformational change, including changes
in protein stability, is avoided. Computational analysis can
also account for the contribution of all atoms in a given
residue, including the backbone atoms, whereas mutational
analysis can only detect the importance of side chain atoms.
Thus, computational analysis can fill gaps in understanding the
RD–DNA, RD–CBFb and CBFb–RD–DNA ternary complex
interactions.

In the present work, the RD was subjected to molecular
dynamic (MD) simulations in the free state and in several
complexes. Complexes include the binary RD–DNA and
RD–CBFb complexes, and the CBFb–RD–DNA ternary com-
plex. In addition, two DNA simulations and a CBFb monomer
simulation were performed. From the MD simulations, in
combination with free energy component analysis (22–24)
based on the Generalized-Born model (25,26), overall binding
energies, desolvation effects and detailed interaction energies
were calculated. These results, along with previous structural
analysis and observations, were used to interpret a variety
of experimental data involving RD–DNA and RD–CBFb
interactions (16–19,27).

METHODS

MD simulations and all calculations were performed using
the program CHARMM (28). The all-hydrogen CHARMM22
protein (29) and CHARMM27 nucleic acid (30,31), the TIP3P
water model (32), along with published sodium and chloride
parameters were used (33). Coordinates from the CBFb–RD–
DNA ternary complex X-ray crystal structure (PDB accession
code 1H9D) (13) were used as starting structures of the seven
simulation systems (Supplementary Table S1). The only
exception was the second DNA simulation, which was initi-
ated with the DNA in the canonical B form (34), as obtained
from the program Quanta (Accelrys Inc.). In the crystal
structure terminal residues 50–53 and 179–183 in RD are
not observed experimentally as are residues 71–79 of CBFb.
Accordingly, in the simulations these residues were omitted.
Omission of residues 71–79 of CBFb, which are spatially
removed from the RD in the experimental structure
(Figure 1), was performed by creating a peptide bond between
residues 70 and 80 and relaxing the structure during the min-
imization and MD simulation protocols described below.
Root-mean-square (RMS) difference analysis of the residues
adjacent to the deleted residues in CBFb (i.e. residues 66–70
and 80–84) showed significant structural changes to occur only
in the one or two residues directly adjacent to the deleted
residues (Supplementary Table S2).

Each structure to be simulated was generated with
CHARMM and the hydrogens added. The dimensions of each
complex (solute) were determined, and a box of solvent was
prepared to overlay the solute. The edge of the solvent was
extended to a minimum of 8 s beyond the solute in each
dimension. Then each solute was overlaid with the solvent
water box that also contained either sodium or chloride ions,

depending on the total charge of the solute. All water
molecules whose oxygen atom was within 2.5 s of any solute
non-hydrogen atom were then deleted and excess ions were
deleted to make the systems electrically neutral. Details of the
systems are shown in Supplementary Table S1. All subsequent
calculations were performed using periodic boundary condi-
tions, with images generated using the CRYSTAL module of
CHARMM.

Equilibration of each simulation system was carried out by
performing 500 steps of steepest descent energy minimization
followed by a 10 ps MD NVT simulation with harmonic
restraints of 5 kcal/(mol s) on the solute non-hydrogen
atoms. Additional minimization using the Adopted Basis
Newton–Raphson (ABNR) algorithm was performed for
100 steps without any restraints. The systems were then sub-
jected to a 5 ns MD simulation in the NPT ensemble at 300 K
with the Leap Frog integrator, and a time step of 0.002 ps.
Pressure control was performed with the Langevin Piston
algorithm (35). SHAKE was used to constrain covalent bonds
involving hydrogens (36). Particle Mesh Ewald (PME) was
used to treat long-range electrostatic interactions (37). PME
calculations were carried out using real space electrostatic and
Lennard–Jones interaction cutoffs at 10 s, with utilization of
heuristic non-bond list update out to 12 s and smoothing of the
LJ interactions from 8 to 10 s using the force switch method
(38). The first 500 ps of the simulations were treated as equi-
libration. Coordinates were saved every 5 ps, and by the end of
the 4.5 ns production MD simulation, 900 sets of structural
coordinates were available for analysis. Structural figures
were generated using the program VMD (39) and rendered
by Raster3D (40).

Calculation of binding free energies via free energy com-
ponent analysis: binding free energies, DGbind, were calculated
as follows:

DGbind ¼ Gcomplex � GpartnerA � GpartnerB‚ 1

Figure 1. Ribbon image of the CBFb–RD–DNA after 4.5 ns dynamics
simulation including coloring of the RD segments used for analysis
(Table 2). DNA (green), CBFb (tan) and residues surrounding omitted residues
71–79 in CBFb (red).

Nucleic Acids Research, 2005, Vol. 33, No. 13 4213



where the overall free energy of each complex was described
using (24)

G ¼ EMM þ GSolvation � TSMM: 2

In Equation 2 EMM describes the molecular mechanical
energy of the system consisting of all components in the
CHARMM potential energy function, as shown in the follow-
ing Equation 3:

EMM ¼ Ebond þ Eangle þ EUrey�Bradley þ Edihedral þ Eimproper

þ EvdW þ Eelec: 3

For complexes, EMM, can be separated into interaction energy,
EIE and strain, Estrain components:

EMM‚ complex ¼ EIE þ Estrain‚ 4

where EIE is the sum of the vdW and electrostatic interaction
energy between individual molecules in a complex and Estrain

is the sum of EMM terms for each molecule in the complex
(i.e. all MM energy contributions for each species ignoring
contributions from the other molecules in the complex). The
Gsolvation term describes the solvation free energy of a system
and includes both electrostatic, Gelec and non-polar, Gnp,
components.

Gsolvation ¼ Gelectrostatic þ Gnp: 5

The electrostatic portion of the solvation free energy was
calculated using the Generalized-Born molecular volume
(GBMV) method (25,26). The non-polar portion of the solva-
tion energy (i.e. due to cavity formation and hydrophobicity)
was calculated using the Still equation, Enp ¼ gSA, where g is
an empirical atomic solvation parameter, 7.2 cal/s2, and SA is
the solvent accessible surface area calculated with a solvent
probe radius of 1.4 s (25,41). The final term in Equation 2,
TSMM, describes the entropic part of the energy as a sum of
translational, rotational and vibrational entropy terms calcu-
lated via the harmonic approximation (42) for the temperature
300 K. Vibrational analysis was performed on the solute
molecules extracted out of the solvent box. The solute struc-
ture was minimized using the Conjugate-Gradient method
to an RMS gradient of 10�4 kcal/(mol s) with a distance-
dependent dielectric of 4r applied to approximate the screen-
ing of electrostatic interactions by solvent, where r is the
distance between two atoms, as performed previously (22).

To better understand the contributions of the various ener-
getic terms to complex formation, differences in the energy
terms upon formation of the complexes were calculated.
This typically involved calculation of the difference between
a selected term for the complex and those of the individual
molecules comprising the complex. In the case of the inter-
action energies their contribution was simply the sum of the
contribution between the individual molecules in each
complex (i.e. for the CBFb–RD dimer the EIE between
CBFb and RD was included). However, in the case of the
trimer formation via dimer + monomer complexation the
EIE contribution includes those between the monomer being
added and the two molecules in the original dimer along
with the change in the interaction energy between the
molecules in the original dimer upon going to a trimer. For

example, EIE,CBFb-RD + DNA ¼ EIE,CBFb-DNA + EIE,RD-DNA �
DEIE,CBFb-RD(dimer to trimer). This term accounts for gains or
losses in the interaction energy of the molecules in a dimer
when the third molecule binds to form a trimer.

Interaction energies, Einter, and strain energies, Estrain, were
calculated for each individual species using an infinite cutoff
in order to mimic the long-range electrostatic interactions
treated via PME in the MD simulations. Energy calculations
were performed on the 900 structures from each simulation
system with statistical analysis performed by dividing each
4.5 ns simulation into nine 500 ps time blocks. Statistical
analysis was performed by obtaining the averages from each
time block, with those averages treated as independent data
points, allowing calculation of the overall averages, and stand-
ard errors as described previously (43). The entropy calcu-
lations were performed on 30 structures extracted from the
simulation trajectories at 150 ps time intervals, with the stat-
istical analysis derived by dividing the 30 observations into ten
450 ps independent time blocks from which the averages and
the standard errors were obtained. Overall RMS differences
of all simulated structures versus the crystallographic structure
of the trimer are shown in Supplementary Table S3.

RESULTS AND DISCUSSION

MD simulation studies were undertaken on the RD to under-
stand the nature of interactions with the DNA and with the
binding partner, CBFb. Average RMS differences for all non-
hydrogen atoms with respect to the crystallographic ternary
complex structures were 1.62 ± 0.04, 3.56 ± 0.10, 2.15 ±
0.04, 3.23 ± 0.16, 3.63 ± 0.11 and 2.81 ± 0.05s for the DNA,
RD, CBFb, RD–DNA, RD–CBFb and CBFb–RD–DNA struc-
tures, respectively, indicating that the overall structures were
maintained in the simulations. The structure of the trimer after
a 4.5 ns simulation is illustrated in Figure 1. Analysis focused
on the overall binding as calculated using Equation 1 followed
by investigation of the contributions of different components
to the overall binding (Equations 2 and 4). This was followed
by identifying contributions of different regions of the proteins
and DNA to binding, ultimately analyzing the role of indi-
vidual amino acids. Emphasis was placed on using the present
results to interpret the body of experimental data avail-
able on RD.

Free energies of complex formation for the dimers and the
trimer were calculated using Equation 1 based on the data
presented in Supplementary Table S4. The resulting free ener-
gies of binding for the various complexes are presented in
Table 1 and are included in the thermodynamic cycle
shown in Figure 2. Two free energies of binding are reported,
DGbind and DGbind,TS, that exclude and include the configura-
tion entropy, TSmm, respectively. For DGbind the calculated
energies are all favorable, although the interactions involving
addition of CBFb are extremely exothermic. In contrast, upon
inclusion of the entropy the events that involve DNA binding
become unfavorable. In addition, the calculations predict that
RD–CBFb binding is more favorable than RD–DNA binding,
in contrast to experimental observations (16). The presence
of these discrepancies is not surprising due to a variety of
assumptions in the calculations, including the omission of
energetic contributions, such as the solvation and entropic
contributions of the added counterions (23), limitations in
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the potential energy function and the force field (44) along
with possible limitations in the sampling of conformational
space. For example, underestimation of the protein–DNA
interaction energies in the force field by <4% would account
for the prediction that binding of RD to CBFb is more favor-
able than RD binding to DNA. With respect to the TSMM, the
use of gas phase minimized structures may be problematic,
especially in the case of the polyanionic DNA where the
electrostatic screening due to the 4r dielectric is expected
to be insufficient when compared with the proteins. However,
when the two types of binding free energy are compared, the
trends are similar. Moreover, in both scenarios, the binding
of DNA to the RD–CBFb dimer to form the trimer is more
favorable than the binding of RD and DNA to form the
RD–DNA dimer, consistent with the experimental data
(16,18). Thus, it appears that the present results, although
not in quantitative agreement with experiment due to assu-
mptions and limitations in the theoretical models, are repres-
entative of the experimental regimen, allowing for atomic
details of events driving binding to be elucidated. In addition,
the emphasis in this work on differences in energies and struc-
tures between the systems rather than absolute energies should
allow for increased confidence in the observations and the
conclusions based on those observations. Concerning the con-
vergence of the present results, the energies calculated from
the two independent DNA simulations are within the estimated
errors (Supplementary Table S4), suggesting that the present
calculations have adequately converged.

Analysis of the thermodynamic cycle in Figure 2 predicts
that binding of both CBFb and DNA are cooperative. These

results are consistent with previous studies showing the bind-
ing of DNA to RD to be enhanced by the binding of CBFb
as well as the binding of CBFb to RD to be enhanced by DNA
based on electrophoretic mobility shift assay (10,16,18). As
discussed, such cooperativity may be important for maintain-
ing binding of RD to DNA via stabilization of the ternary
complex to insure adequate transcriptional activation. Tighter
protein–protein interactions due to DNA binding have been
observed in other types of transcription factors (45).

Contributions from solvation, strain and interaction energies
to the calculated binding energies are shown in Table 1. As
expected, the solvation energies are all unfavorable upon bind-
ing, with the unfavorable contributions being significantly
larger for the interactions involving the highly solvated poly-
anionic DNA. The strain energies are all also unfavorable with
the exception of formation of the CBFb–RD dimer. Typically,
it would be expected that the protein–protein or protein–DNA
interactions would lead to an unfavorable strain contribution
upon binding (23). Ongoing studies in our laboratory are
investigating the unusual behavior in the CBFb–RD dimer
interaction. Countering the unfavorable solvation and strain
contributions are favorable interaction energies for all cases.
Clearly, the free energies of binding are driven by the large,
opposing forces of solvation and, typically, strain energies
versus interaction energies between the macromolecules in
the complexes.

Data at the bottom of Table 1 addresses the contributions to
the calculated gain in binding energy associated with cooper-
ativity upon going from the dimers to the trimer. Contributing
to the cooperativity is a decrease in the unfavorable solvation
that occurs upon binding, evidenced by the Dtrimer–dimer
value for DGsolvation being �61 kcal/mol. In addition, the inter-
action energies become more favorable by �124 kcal/mol.
The more favorable change in interaction energy occurred
with both the RD–DNA and the RD–CBFb interactions in
the trimer (Table 1); details of the contributions of different
regions of the proteins to this will be discussed below. Coun-
tering these contributions are unfavorable increases in the
strain energy, consistent with gains in interaction energies,
as discussed above. Thus, the cooperativity of DNA and
CBFb binding to RD is predicted to be dominated by gains
in the favorable interactions between the macromolecules
and with lowering of the solvation penalty to complex
formation.

Figure 2. Overall binding pathways RD–DNA, RD–CBFb and RD–CBFb–
DNA. Free energies before and after the/represent DGbind and DGbind,TS,
as reported in Table 1.

Table 1. Calculated binding energies and component contributions

Binding step DGsolvation DEstrain DEIE DGbind
a DTSMM DGbind,TS

b

Dimer formation
RD + DNA 2403.1 109.0 �2513.4 �0.2 �49.4 49.2
CBFb + RD 262.0 �104.7 �238.7 �81.0 �48.5 �32.5

Trimer formation
RD–DNA + CBFb 201.0 75.5 �363.0 �87.0 �52.0 �35.0
RD–CBFb + DNA 2342.1 289.2 �2637.7 �6.3 �52.9 46.6
Trimer total 2604.1 184.5 �2876.4 �87.3 �101.4 14.1

D Trimer–dimer �61.0 180.2 �124.4 �6.0 �3.5 �2.5

Energies in kcal/mol calculated using Equations 1–4 from the data reported in Supplementary Table S4.
aFree energy of binding based on the differences in the free energy of each monomer or complex, G, in Supplementary Table S4. It should be noted that the sum of
the termsDGsolvation,DEstrain andDEIE are not exactly equivalent toDGbind due to rounding errors. Based on the sums, free energies of binding of�1.3,�81.4,�86.5,
�6.4, �87.8 and �5.2 kcal/mol were obtained for the RD + DNA, CBFb + RD, RD–DNA + CBFb, RD–CBFb + DNA, trimer total and D trimer–dimer,
respectively.
bFree energy of binding including the molecular mechanical entropic contribution, DTSMM.
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A more detailed understanding of the atomic determinants
of cooperativity associated with RD binding to CBFb and
DNA was obtained via interaction energy partitioning analysis
between different regions of the RD and both CBFb and DNA.
This was facilitated by partitioning RD into a variety of seg-
ments as specified in Table 2 and shown in Figure 1. Several
regions of the protein have been previously indicated to con-
tribute to either RD–DNA or RD–CBFb interactions (13).
Residues adjacent to the respective binding partner but not
included in a defined segment are referred to as Other-DNA
and Other-CBFb and all residues not previously defined are
referred to as non-interacting-CBFb, allowing for the quanti-
fication of their contributions to binding. Of note are the Wing
residues, which are primarily important for DNA binding,
while residues in Wing1 are proximal to the Wing residues,
contacting both CBFb and the Wing residues. For all these
segments of RD, interaction energies were calculated between
the respective monomers in the dimers as well as in the trimer.

As discussed above, cooperativity exists between both DNA
and CBFb with respect to their binding to RD. Table 3 includes
the change in RD–DNA interaction energies in both the trimer
and the dimer complexes along with the change in interaction
energy upon going from the RD–DNA dimer to the trimer,
with those contributions broken down into the segments pre-
sented in Table 2. Upon trimer formation the total RD–DNA
interaction energy becomes more favorable, with three of
the segments contributing significantly to the more favorable
interaction energy in the trimer. These include Wing, bA loop
and Other-DNA segments. The largest contribution is from
the Wing segment, consistent with its location in the vicinity
of both the DNA and the CBFb. This location allows for

interactions of CBFb to be communicated to Wing via Wing1
(see below for additional details), as discussed previously (13).
Interestingly, the Other-DNA region makes a significant con-
tribution to cooperativity by its unfavorable contribution in the
RD–DNA dimer becoming less unfavorable in the trimer.
Such a change indicates that the binding of CBFb leads to
a conformational change in the core region of RD that favors
interactions with the DNA and, due to the Other-DNA region
not being in direct contact with the DNA, suggests that long-
range interactions contribute to binding cooperativity.

To better understand the role of the Wing segment in facil-
itation of DNA binding upon trimer formation, the contribu-
tion of this region was broken down into a per residue basis
(Table 4). Overall, the majority of the favorable interactions
are made by Arg139, Arg142 and Lys144, as expected due
to their positive charge and the polyanionic nature of DNA.
With all three residues their interaction energy contribution
becomes more favorable upon trimer formation. In addition,
more favorable interactions occur with Ser140, Gly143 and
Ser145, with the contribution of Gly143 being relatively large.
Thus, specific residues in the Wing contribute to more favor-
able interactions with the DNA upon formation of the ternary
complex. Details of the role of CBFb and the Wing1 segment
to these contributions will be discussed below.

Similar to RD–DNA binding, the RD to CBFb interaction
energy is increased upon trimer formation. Table 5 presents
the energy breakdown into the different RD segment contri-
butions. The overall cooperativity gain of �60 kcal/mol is due
to the Wing1 and N-terminal segments. The contribution of
the Wing segment to CBFb binding becomes less favorable
whereas the contribution of this segment becomes more favor-
able to DNA binding upon trimerization (Table 3). Such a
scenario suggests a subtle balance between interactions of
the Wing and Wing1 segments that contribute to the cooper-
ative binding. Interestingly, as with the Other-DNA segment
discussed above for RD–DNA binding, the N-terminal seg-
ment makes a favorable contribution to the cooperativity of

Table 2. Definitions of regions of the RD interacting with DNA or CBFb

Segment name Residues Colora

DNA binding regions
Wing 139–145 Lime
bA loop 77–84 Pink
bG strand 166–169 Purple
Tail 170–177 Orange
Other-DNA 54–76, 85–138, 146–165, 178 White

CBFb binding regions
Wing1 104–116 Blue
Area1/2 156–161 Cyan
N terminus 66–69 Yellow
Other-CBFb 149–151 Brown
Non-interacting-CBFb All remaining RD

residues not interacting
with CBFb

White

aColor as shown in Figure 1. Red indicates residues adjacent to those omitted
from the MD simulations.

Table 3. RD region contributions to the RD–DNA interaction energy

Region CBFb–RD–DNA Complex RD–DNA DIE

Wing �1158.1 ± 9.9 �1091.1 ± 10.1 �67.0
bA Loop �899.7 ± 2.5 �888.2 ± 5.3 �11.5
Tail �206.9 ± 8.7 �220.6 ± 5.8 13.7
bG strand �418.1 ± 0.8 �416.3 ± 4.8 �1.8
Other-DNA 59.9 ± 10.3 102.8 ± 20.9 �42.9
Total �2622.9 ± 13.4 �2513.4 ± 11.9 �109.5

Energies in kcal/mol as mean ± SE, DIE ¼ CBFb–RD–DNA � RD–DNA.

Table 5. RD region contributions to the RD–CBFb interaction energy

Region CBFb–RD–DNA Complex CBFb–RD DIE

Wing 0.0 ± 2.2 �12.1 ± 2.6 12.1
Wing1 �114.4 ± 8.9 �70.9 ± 7.8 �43.5
Area2 �65.2 ± 1.4 �66.6 ± 1.3 1.4
N-terminus �77.5 ± 4.8 �29.4 ± 1.7 �48.1
Other-CBFb �12.2 ± 0.4 �13.3 ± 0.2 1.1
Non-interacting CBFb �29.5 ± 3.8 �46.4 ± 7.6 16.9
Total �298.7 ± 0.0 �238.7 ± 2.9 �60.0

Energies in kcal/mol as mean ± SE, DIE ¼ CBFb–RD–DNA � CBFb–RD.

Table 4. Interaction energy of RD Wing residues with DNA

RD residues CBFb–RD–DNA Complex RD–DNA DIE

R139 �452.4 ± 3.1 �428.1 ± 6.3 �24.3
S140 �2.2 ± 0.2 0.8 ± 0.6 �3.0
G141 �0.6 ± 0.4 �7.6 ± 1.8 7.0
R142 �432.4 ± 8.6 �404.7 ± 8.8 �27.7
G143 �19.7 ± 0.3 �8.4 ± 1.7 �11.3
K144 �248.8 ± 1.4 �242.6 ± 2.0 �6.2
S145 �2.0 ± 1.1 �0.4 ± 1.1 �1.6

Energies in kcal/mol as mean ± SE, DIE ¼ CBFb–RD–DNA � RD–DNA.
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RD–CBFb binding although it is spatially remote from the
DNA in the ternary complex. This indicates that binding
of DNA to form the trimer leads to global conformational
changes in RD that favor RD–CBFb interactions, further
indicating the contribution of long-range interactions to
cooperativity.

Residue breakdown of the interaction energy contributions
of the Wing1 and N-terminal regions to CBFb–RD interac-
tions is presented in Table 6. The energetic contribution of
a number of the residues changes significantly upon going
from the CBFb–RD dimer to the trimer, with both favorable
and unfavorable contributions occurring. The most significant

contributions, both favorable, occur with Glu116 in Wing1 and
Asp66 in the N-terminal segment. The importance of Glu116
for the binding of CBFb has not previously been described,
although perturbed chemical shifts of Glu116 have been
observed in NMR studies in the presence of either CBFb or
DNA (13,17,46) and a significant decrease in the order para-
meter of Glu116 has been observed upon going from the
RD–DNA dimer to the trimer (20). The interaction energies
between RD Glu116 and CBFb in the binary and ternary
complexes are �20 ± 8 and �67 ± 9 kcal/mol, respectively.
In the present study, it was found that RD Glu116 interacts
with CBFb residue Arg33. Experimentally, mutation of CBFb
Arg33 to alanine increased the RD–CBFb dissociation con-
stant in the ternary complex by 20-fold (18). This finding is
consistent with the present result. Interestingly, the experi-
mental change in KD was not accounted for in terms of any
residue(s) in the RD. To understand this omission, distances
between the two residues in the binary and ternary complexes
as a function of time were obtained (Supplementary Figure S1).
It is observed that in the ternary complex during the MD
simulation, the sidechains of RD Glu116 and CBFb Arg33
move to within 2–3 s, in contrast to the OE2-NH2 distance
being 9.4 s in the crystallographic structure of the ternary
complex (13). In contrast, in the binary complex crystal struc-
ture the OE2-NH2 distance is 12 s; this distance initially
decreases to shorter values during the MD simulation, but
upon further simulation time assumes a stable conformation
with a distance of �12 s between the OE2-NH2 atoms.

To better understand the significant changes in the RD
Glu116 and CBFb Arg33 distances for the different systems
the experimental structure along with final time frames from
the 4.5 ns RD–CBFb binary and ternary simulations were
obtained (Figure 3). In the RD–CBFb dimer, RD Glu116
and CBFb Arg33 are relatively far apart (Figure 3A). Upon
going to the ternary complex in the MD simulation it is
clear that a salt bridge forms between Glu116 and Arg33
(Figure 3B). The formation of this salt bridge is associated
with a shift in the position of the Arg33 sidechain towards the
RD, which is suggested to be associated with the electrostatic
field due to the presence of DNA in the ternary complex as
evidenced by the favorable interactions between the CBFb

Table 6. Interaction energy of selected RD residues with CBFb

RD residue CBFb–RD–DNA CBFb–RD DIE

Wing1
T104 �1.2 ± 0.1 �3.3 ± 0.8 2.1
V105 0.1 ± 0.1 0.7 ± 0.1 �0.6
M106 �6.9 ± 0.6 �9.5 ± 0.2 2.6
A107 �2.1 ± 0.3 �1.2 ± 0.1 �0.9
G108 �0.8 ± 0.3 �1.2 ± 0.1 0.4
N109 �5.4 ± 0.3 �4.7 ± 0.2 �0.7
D110 3.2 ± 0.6 8.2 ± 1.0 �5.0
E111 �3.4 ± 1.3 1.2 ± 0.7 �4.6
N112 �5.2 ± 1.4 �0.7 ± 0.6 �4.5
Y113 �14.1 ± 0.9 �27.6 ± 1.1 13.5
S114 �14.8 ± 1.7 �14.0 ± 0.3 �0.8
A115 2.7 ± 0.9 1.5 ± 0.1 1.2
E116 �66.5 ± 8.8 �20.4 ± 7.8 �46.1

N-Terminus
D66 �44.9 ± 4.4 1.0 ± 1.1 �45.9
S67 �9.9 ± 0.4 �7.8 ± 0.5 �2.1
P68 �13.5 ± 0.3 �12.8 ± 0.9 �0.7
N69 �9.3 ± 0.2 �9.9 ± 0.3 0.6

Area2
T154 0.6 ± 0.4 �0.1 ± 0.4 0.7
N155 �4.6 ± 1.1 �5.3 ± 0.4 0.7
P156 �11.1 ± 0.4 �10.1 ± 0.6 �1.0
P157 �12.1 ± 0.2 �12.0 ± 0.1 �0.1
Q168 �9.2 ± 0.5 �10.4 ± 1.0 1.2
V169 �16.3 ± 0.1 �15.7 ± 0.1 �0.6
A160 �4.2 ± 0.1 �4.2 ± 0.1 0.0
T161 �8.3 ± 0.2 �9.0 ± 0.1 0.7

Energies in kcal/mol as mean ± SE, DIE ¼ CBFb–RD–DNA � CBFb–RD.

Figure 3. RD–CBFb interactions involving RD residues Tyr113, Glu116, Arg118 and Arg139, and CBFb residues Arg33 and Arg35. Images from snapshots at 4.5 ns
from the (A) RD–CBFb binary and (B) ternary MD simulations and (C) from the X-ray crystal structure. DNA is shown in red.
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Arg33 and the DNA (�252.2 ± 6.1 kcal/mol). In addition,
energy partitioning analysis shows that Arg33 of CBFb
overall disfavors RD–CBFb binding in the trimer with this
effect significantly increased in the RD–CBFb dimer by
�40 kcal/mol [Arg33-RD(trimer) ¼ 11.0 ± 4.9 and Arg33-
RD(dimer) ¼ 50.3 ± 3.3], further disfavoring the RD
Glu116 to CBFb Arg33 interaction in the dimer. However,
the question remains why is the RD Glu116 and CBFb Arg33
interaction not observed in the ternary complex crystal struc-
ture (Figure 3C). Although speculative, it may be due to the
presence of higher salt concentrations in the experimental
study (200 mM NaCl) (13), which may partially screen the
Arg33–DNA interactions. This screening combined with com-
peting interactions involving other residues, such as the RD
Tyr113 to CBFb Arg33 interaction that occurs in the crystal
and RD–CBFb dimer MD structures, may lead to the subtle
difference between the two systems. Supporting this possib-
ility is the NMR observed decrease in the Glu116 order para-
meter in the ternary complex (20), suggesting that in solution
and at lower salt concentration the proposed salt bridge may be
present. Other experimental results indicate a 5-fold increase
in the dissociation constant upon formation of the ternary
complex from the RD–DNA dimer (18), which may be related
to Tyr113 properly orienting Arg33 for the actual binding
event. Regardless, the RD Glu116 to CBFb Arg33 salt bridge
along with the additional interactions leads to the more favor-
able interaction energy between CBFb and RD in the ternary
versus the binary complex (Table 3). Thus, it is predicted that
Glu116 of RD has a significant impact on the binding of CBFb
to RD as well as on the cooperativity of RD binding to DNA
and CBFb. Notably, binding of CBFb to the RD–DNA dimer
has been shown via NMR to decrease the conformational
variability of Glu116 (20), supporting the impact of RD inter-
actions with its binding partners on this residue.

The interaction energies for Met106, Ala107, Asn109,
Asn112, Tyr113 and Ser114 (Table 6) are consistent with
the experimental mutation data. Mutation of these residues
decreases RD–CBFb binding in the experimental study
(17,18), consistent with the favorable interaction energies of
these residues with CBFb. However, mutation of Asn109
to alanine decreased the RD–CBFb binding by 60-fold

while the calculated interaction energy is relatively small.
This discrepancy may be due to mutation induced structural
perturbations of the RD (i.e. partial unfolding), leading to the
experimentally observed decrease in binding (18). Recently, it
has been shown that polar residues at protein–protein inter-
faces provide structural rigidity so as to maintain specificity
and to reduce the entropic cost upon binding (47). Thus,
Asn109 may play an important role in maintenance of the
structural integrity of RD with a modest contribution to affinity
associated with direct interactions with CBFb.

The N-terminal segment makes a significant, favorable
gain in interaction energy with CBFb upon going from the
RD–CBFb binary to the ternary complex (Table 5). As shown
in Table 6, the contribution was dominated by Asp66.
However, experimental mutation of Asp66 to alanine only
moderately affected the RD–CBFb binding strength (19).
Visual inspection of the binary MD, ternary MD and crystal
structures (Figure 4), along with energy partitioning analysis
shows Asp66 to interact favorably, via its backbone carbonyl,
with Lys11 of CBFb, with this interaction becoming a salt
bridge involving the sidechains in the trimer. The difference
between the RD–CBFb dimer MD and crystal structures and
the trimer MD structure appears to be due to a competitive
interaction between Asp66 with His163 in RD (Figure 4A and
C, respectively). Consistent with the results discussed above,
this suggests that the electrostatic field imposed by the poly-
anionic DNA in the ternary simulations disrupts the Asp66-
His163 interaction seen in the dimer and helps in orienting
Asp66 toward Lys11 (Figure 4C), with the presence of
200 mM NaCl in the experimental structure potentially damp-
ing this interaction. Alternatively, the protonation state of
His163 may influence the results. His163 was treated as neut-
ral in the MD simulations; hypothetically, a different result
might be obtained if His163 was treated as being protonated.
Presumably this would create a stronger interaction between
RD Asp66 and His163, such that this interaction would
dominate in both the ternary and the binary MD simulations,
with the Asp66 backbone carbonyl oxygen interacting with
the Lys11 sidechain amino group in both cases. Such a scen-
ario where the interaction of Asp66 with Lys11 involves the
formers backbone atoms could explain why a significant

Figure 4. RD–CBFb interactions involving RD residues Asp66 and His163 and CBFb residue Lys11. Images from snapshots at 4.5 ns from the (A) RD–CBFb binary
and (B) ternary MD simulations and (C) from the X-ray crystal structure.
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contribution of this residue to binding was not observed
experimentally.

Area2 residues make favorable contributions to the inter-
action energy between RD and CBFb (Table 5). Although this
region does not contribute to the cooperativity, as evidenced
by the similar contribution in the binary and the ternary com-
plexes, the large favorable interaction energy contribution
makes it of interest to investigate the role of individual resi-
dues in this region to binding (Table 6). The majority of
residues in this region make favorable contribution to the
interaction energy. Experimental studies found Thr161 to
be a ‘hot spot’ residue (18). The mutation of Thr161 to alanine
increased the RD–CBFb dissociation constant in the ternary
complex by 40-fold (18). The importance of Thr161 is thought
to be due to its interaction with Asn104 of CBFb. Indeed,
visual inspection of the RD–CBFb binary MD, ternary
MD and crystal structures shows two hydrogen bonds between
these residues [Asn(NH2)-Thr(OG1) and Asn(OD1-Thr(HN)]
(Figure 5). However, calculation of the residue–residue inter-
action energy between RD Thr161 and CBFb Asn104 yields
a value of �4.9 ± 0.4 kcal/mol, including the contribution
from the Thr HN atom, which does not correlate well with
the change in dissociation constant in the T161A mutation.
Alternatively, calculation of the contribution of Thr161 to
the strain energy of RD yields values of �21.0 ± 1.8 and
�26.5 ± 0.2 kcal/mol in the RD monomer and RD–CBFb
dimer, respectively. Interestingly, it has been reported that
the mutation of Thr161 to alanine leads to decreased exchange
broadening in RD alone in NMR experiments, indicating a
decrease in the conformational flexibility of residue 161 and
surrounding residues (18). This observation combined with the
present energetic results suggests that Thr161 may play a role
in maintaining the conformation of the local region of RD,
thereby impacting binding, rather than contributing directly
to protein–protein interactions. Such a role of Thr161 is con-
sistent with the idea that conserved polar residues at protein–
protein binding sites provide structural rigidity (47). The role
of such conserved residues is primarily structural rather than
functional.

As discussed previously (13) and as emphasized above, the
region of RD that includes the segments Wing and Wing1
appears to be of central importance for binding cooperativity.
Presented in Table 7 are the interaction energies between

Wing and Wing1, including a breakdown of the interaction
of Wing residues with all Wing1 residues and vice versa. Upon
going from RD to the RD–CBFb dimer, the Wing–Wing1 total
interaction energy becomes significantly more favorable,
even though favorable intermolecular interactions occur
between Wing1 and CBFb in the RD–CBFb binary complex
(Table 5). This suggests that the binding of CBFb to RD, while
forming a favorable interaction of CBFb with Wing1 also
induces a conformational change in Wing1 that favors the
Wing–Wing1 interaction. Indeed, Figure 6 shows that two
salt bridges, Arg142-Glu111 and Lys144-Asp110, are present
in the RD–CBFb dimer (Figure 6B); this represents a gain in
interaction energy over the hydrogen bonds between Lys144
and Asp110 and Glu111 in RD alone (Figure 6A). Indeed,
these favorable interactions contribute to the gain in favorable
strain energy upon formation of the RD–CBFb dimer

Figure 5. RD–CBFb interactions involving RD residue Thr161 and CBFb residue Asn104. Images from snapshots at 4.5 ns from the (A) RD–CBFb binary and
(B) ternary MD simulations and (C) from the X-ray crystal structure.

Table 7. Interaction energies between individual Wing and Wing1 residues in

RD alone and in the three complexes

Residue RD RD–CBFb RD–DNA CBFb–RD–DNA

Wing residues to Wing1
R139 �74.4 ± 1.0 �81.0 ± 1.8 �75.7 ± 1.0 �75.5 ± 0.8
S140 1.5 ± 0.5 �1.2 ± 0.6 1.3 ± 0.0 �2.2 ± 0.2
G141 �2.9 ± 0.5 �7.6 ± 1.0 �2.3 ± 1.0 �8.1 ± 0.4
R142 �68.9 ± 2.3 �118.6 ± 11.1 �61.1 ± 2.0 �65.9 ± 1.3
G143 �3.5 ± 0.2 �6.0 ± 0.2 �0.5 ± 0.0 0.6 ± 0.1
K144 �213.6 ± 5.0 �185.2 ± 2.5 �206.2 ± 5.0 �213.4 ± 3.9
S145 1.9 ± 0.4 0.9 ± 0.5 2.0 ± 0.0 0.7 ± 0.3

Wing1 residues to Wing
T104 0.4 ± 0.0 0.4 ± 0.0 0.4 ± 0.0 0.4 ± 0.0
V105 0.3 ± 0.0 0.2 ± 0.0 0.2 ± 0.0 0.1 ± 0.0
M106 0.4 ± 0.1 0.5 ± 0.1 0.4 ± 0.1 0.2 ± 0.0
A107 0.8 ± 0.0 0.9 ± 0.0 0.7 ± 0.1 0.8 ± 0.0
G108 0.6 ± 0.1 0.8 ± 0.1 0.5 ± 0.1 0.6 ± 0.0
N109 �3.1 ± 0.7 �6.1 ± 0.5 �0.8 ± 1.7 �6.7 ± 0.2
D110 �153.2 ± 0.9 �158.9 ± 1.4 �149.4 ± 0.5 �141.4 ± 1.8
E111 �142.8 ± 6.6 �168.9 ± 7.4 �126.0 ± 5.6 �149.9 ± 3.4
N112 �2.3 ± 0.7 �5.6 ± 0.7 �2.3 ± 0.7 �5.3 ± 0.2
Y113 �0.2 ± 0.2 �0.1 ± 0.1 �0.5 ± 0.2 0.5 ± 0.3
S114 �0.9 ± 0.0 �1.0 ± 0.1 �1.1 ± 0.1 �0.9 ± 0.1
A115 1.9 ± 0.1 1.2 ± 0.1 2.0 ± 0.1 1.0 ± 0.1
E116 �61.8 ± 0.8 �62.2 ± 0.7 �66.5 ± 1.8 �63.3 ± 1.2

Totala �359.9 �398.7 �342.5 �363.8

Energies in kcal/mol.
aTotal interaction energy between Wing and Wing1 residues.
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discussed above (Table 1). Moreover, NMR experiments
indicate all four of these residues to undergo changes in mobil-
ity upon going from the RD–CBFb dimer to the trimer (20).
Thus, these intramolecular interactions make a significant
contribution to the binding of RD to CBFb.

In contrast to the RD–CBFb interaction, upon going from
RD alone to the RD–DNA binary complex, the Wing–Wing1
total interaction energy becomes less favorable. This is
consistent with the significantly favorable interaction energy
between RD and DNA in the binary complex, such that when
the Wing residues interact with the DNA, the Wing–Wing1
interactions are diminished (Table 7). Similarly, the Wing–
Wing1 interaction energy in the trimer is not significantly
different as that in RD alone. Visual analysis of the RD struc-
ture in the monomer (Figure 6A), the RD–DNA complex
(Figure 6C) and the ternary complex (Figure 6D), reveals
the spatial relationships of residues Asp110, Glu111, Arg142
and Lys144 to be similar, consistent with the interaction
energy contributions in these systems (Table 7). In the
RD–DNA binary and ternary complexes, it is evident that
the negatively charged DNA attracts Arg142 away from the
Wing1 residues, contributing to the less favorable interactions.
In the RD monomer, the lack of salt bridges between Arg142
and Asp110 or Glu111 may be related to repulsion between
the two positively charged residues, Arg142 and Lys144, such
that the system gains more stabilization by orienting Arg142
toward the solvent. The balance of attraction and repulsion

taking place between closely situated positively and negat-
ively charged residues suggests a subtle balance of inter-
actions, such that their relative orientations are sensitive to
the influence of solvent and the presence of DNA and CBFb.

As stated above, formation of the ternary complex leads to a
Wing–Wing1 interaction energy that is similar to that of the
RD monomer. Energy partitioning analysis (Table 7) shows
significantly less favorable interaction energies involving
Arg142, Asp110 and Glu111 as compared with the CBFb–
RD binary complex. The less favorable interactions of Asp110
and Glu111 are consistent with the loss of salt bridges with
Arg142, although more favorable interactions with Lys144
occur (Figure 6D). Thus, a subtle balance of intramolecular
and intermolecular interactions appear to contribute to the
observed cooperativity. Interaction of RD with DNA leads
to favorable intermolecular interactions (Table 3) with a sim-
ultaneous loss of Wing–Wing1 interactions (Table 7). How-
ever, upon formation of the ternary complex, the binding of
CBFb leads to the favorable Wing–Wing1 interactions being
regained, which also enhances the Wing1–DNA interactions.

Interestingly, the majority of residues predicted to make
the largest contributions to cooperativity are charged (i.e.
RD residues Asp66, Asp110, Glu111, Glu116, Arg139,
Arg142 and Lys144). Consequently, the long-range character
of electrostatic interactions may be an important factor in the
observed cooperativity. The results suggest some interesting
mutations that may impact cooperativity. For example, Asp to

Figure 6. RD Wing–Wing1 interaction in the MD simulation structures at 4.5 ns for (A) RD, (B) RD–CBFb, (C) RD–DNA and (D) the trimer. RD residues Arg139,
Arg142, Lys144, Asp110 and Glu111 are shown. DNA is shown in red.
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Glu mutations, or vice versa, of the acidic residues suggested
to be important for cooperativity may alter the subtle balance
of intermolecular and intramolecular interactions contribut-
ing to the cooperativity. In addition, mutation of any of the
charged residues discussed above to neutral species would be
expected to impact cooperativity. Asp110 and Glu111 may be
the most interesting as their impact on CBFb binding would
be expected to be minimal while their impact on cooperativity
should be large.

CONCLUSION

MD simulations of RD along with its binding partners CBFb
and DNA, as well as the CBFb–RD and RD–DNA binary
complexes and the CBFb–RD–DNA ternary complex have
been performed to better understand the cooperative nature
of the binding of these residues. In accordance with the experi-
ment, the simulation data show cooperative binding of DNA
in the presence of CBFb as well as predict that binding of
DNA to RD facilitates RD–CBFb binding, indicating cooper-
ativity for this interaction. These observations are consistent
with the experimental data (16,18), supporting that ability of
the applied simulation models to represent the experimental
regimen.

Energetic and structural analysis allow for contributions to
the binding and cooperativity to be understood in terms of
different regions of the RD protein as well as the contribution
of individual residues. Of note is the balance of intermolecular
and intramolecular interactions that result in the cooperative
binding. These interactions are, to a large extent, dominated by
charged residues suggesting that long-range interactions may
contribute to cooperativity. From these results a number of
residues of interest for mutational analysis are suggested.

SUPPLEMENTARY MATERIAL

Supplementary Material is available at NAR Online.
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