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Multiple steps in the regulation of transcription-factor level and activity
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This review focuses on the regulation of transcription factors,

many of which are DNA-binding proteins that recognize cis-

regulatory elements of target genes and are the most direct

regulators of gene transcription. Transcription factors serve as

integration centres of the different signal-transduction pathways

affecting a given gene. It is obvious that the regulation of these

regulators themselves is of crucial importance for differential

gene expression during development and in terminally differ-

entiated cells.Transcription factors can be regulated at two,

principally different, levels, namely concentration and activity,

each of which can be modulated in a variety of ways. The

concentrations of transcription factors, as of intracellular pro-

teins in general, may be regulated at any of the steps leading

from DNA to protein, including transcription, RNA processing,

mRNA degradation and translation. The activity of a tran-

INTRODUCTION

The conversion of abstract coded biological information stored

in DNA into concrete physiologically active proteins, called gene

expression, is tightly regulated. In a multicellular organism, all

cell types with a few exceptions contain the same genetic

information. Yet each cell type expresses only a unique subset of

the total number of available genes. Differential gene expression

is specified by unique epigenetic information which is present in

the particular cell and determines its phenotype [1,2]. For many

genes, control at the first step of expression, transcription, is

paramount. The transcription profile is actually a convenient

parameter for the identification of a particular cell type. Some

genes are always turned on in all cells ; they form the group of so-

called ‘housekeeping’ genes, which encode structural proteins

and enzymes catalysing the reactions of basic metabolism. Other

genes are only transcribed in one or a few cell types, usually only

during a particular stage of development or under the regime of

particular extracellular and}or intracellular signals [2]. Differ-

ential gene expression is controlled by a complex regulatory

network in which specialized transcription factors relay the

signals to specific target genes. Many of these transcription

factors are DNA-binding proteins that bind to regulatory DNA

elements located cis to the target genes.

The levels of the DNA-binding transcription factors, or rather

their activities, are decisive as to whether their target genes are

transcribed and to what extent. This implies that these regulators

Abbreviations used: NLS, nuclear localization signal ; NF-M, nuclear factor-myeloid. PPAR, peroxisome proliferator-activated receptor ; HNF,
hepatocyte nuclear factor ; cAMP, cyclic AMP; CREM, cAMP-response element modulator ; CRE, cAMP-responsive promoter element ; ICER, inducible
cAMP early repressor ; 3«-UTR, 3«-untranslated region; ARE, AU-rich element ; eIF, eukaryotic initiation factor ; MAP kinase, mitogen-activated protein
kinase ; Met-tRNAi

met, methionyl-initiator-tRNA; (u)ORF, (upstream) open reading frame; RARβ2, retinoic acid receptor β2; DBD, DNA-binding domain;
HRE, hormone response element ; LBD, ligind-binding domain; TR, thyroid receptor ; VDR, vitamin D3 receptor ; RXR, retinoid X receptor ; DR, direct
repeat ; 9-cis-RA, 9-cis-retinoic acid ; bZIP, basic zipper ; NF-AT, nuclear factor of activated T cells ; GR, glucocorticoid receptor ; CBP, CREB-binding
protein ; HTLV-I, human T-cell leukaemia virus type I ; DCoH, dimerization cofactor of HNF-1 ; PCD, pterin-4a-carbinolamine dehydratase ; C/EBP,
CCAAT/enhancer-binding protein ; GRE, glucocorticoid response element ; Pit-1, pituitary specific factor 1 ; (b) HLH protein, (basic) helix–loop–helix
protein.
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scription factor is often regulated by (de)phosphorylation, which

may affect different functions, e.g. nuclear localization, DNA

binding and trans-activation. Ligand binding is another mode of

transcription-factor activation. It is typical for the large super-

family of nuclear hormone receptors. Heterodimerization be-

tween transcription factors adds another dimension to the

regulatory diversity and signal integration. Finally, non-DNA-

binding (accessory) factors may mediate a diverse range of

functions, e.g. serving as a bridge between the transcription

factor and the basal transcription machinery, stabilizing the

DNA-binding complex or changing the specificity of the target

sequence recognition. The present review presents an overview of

different modes of transcription-factor regulation, each illus-

trated by typical examples.

of gene expression in their turn must be tightly regulated. The

question arises as to how this is accomplished without the need of

an ever-increasing number of upstream regulatory genes. There

are several ways by which cells extend the diversity of their

regulatory repertoire. One way is to make use of the com-

binatorial action of a limited set of transcription factors. Another

way is to modulate the activity of a transcription factor once it

has been synthesized. The various ways by which transcription

factor gene expression can be regulated are depicted in Figure 1.

As for genes in general, transcription of regulatory genes is the

prime level of control and provides the intermediates at which

subsequent steps of control can be exerted. These include splicing,

which may occur in alternative modes, transport to the cytoplasm

and degradation of mRNA. Translation is another important

level of control. Selection of alternative start sites may generate

functionally distinct protein isoforms. Once the transcription

factor has been synthesized, it has to be transported to the

nucleus. Masking of the nuclear localization signal (NLS), e.g.

by a sequestering protein or by phosphorylation, may hinder the

factor from reaching the nuclear compartment. Finally, the

functions that determine the transcription factor’s activity,

specifically its DNA-binding, dimerization and trans-activation

functions, may be affected in a variety of ways, including post-

translational modification (e.g. phosphorylation), ligand binding

and interaction with other proteins. In the following sections of

this review, examples of different levels of control will be

discussed.
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Figure 1 Control levels in the expression and activation of DNA-binding proteins

The scheme depicts crucial steps in the synthesis, activation and action of DNA-binding proteins. Along the pathway potential regulatory points are indicated (white labels). The concentration and

activity of a particular DNA-binding protein may be regulated at several points down the pathway to its ultimate action in gene transcription as a transcription factor.

REGULATION OF TRANSCRIPTION-FACTOR LEVELS

Transcription and autoregulation

Synthesis of mRNA is the first level at which regulation can be

exercised. Regulation of transcription-factor genes, as that of

other genes, is accomplished through the combinatorial action of

(other) transcription factors binding to promoter and enhancer

sequences. Interestingly, many cell-type specific transcription

factors behave as autoregulatory factors, being involved in the

transcriptional activation of their own genes [2–12]. Genetic

circuits with autoregulatory properties can be of a simple or

complex type. A simple autoregulatory circuit consist of one

single transcription factor that binds directly to the promoter of

its own gene. A complex regulatory circuit comprises several

transcription factors that bind to the promoters of one another’s

genes, thereby indirectly affecting the rate of transcription of

their own genes [13]. Autoregulatory positive feedback provides

a memory mechanism for maintaining the determined and}or

differentiated state associated with a specific cell phenotype.

Some examples of autoregulatory transcription factors are de-

scribed below.

Pit-1

Pituitary specific factor 1 (Pit-1) is a tissue-specific transcription

factor obligatory for the development of three cell types in the

anterior pituitary gland: lactotrophes, somatotrophes and thyro-

trophes. Studies with transgenic mice have revealed that the

expression of Pit-1 is governed by a cell-specific enhancer located

in the upstream pit-1-regulatory region [9]. The action of the

enhancer depends on the concerted action of Pit-1-positive

autoregulatory sites, a cell-specific element and morphogen

response elements. Autoregulation is not required for the initial

activation of pit-1 gene expression, but it is needed for the

maintenance of pit-1 gene expression following birth [9].

Myogenic transcription factors

Differentiation of mammalian skeletal-muscle cells is regulated

by members of the MyoD family of myogenic transcription

factors. These include MyoD [14] and Myf5 [15], which are

believed to be responsible for the determined myoblast state,

myogenin [16,17], which has a unique role in the transition to the

fully differentiated myotube, and MRF4 [18–20], which controls
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Figure 2 Regulatory circuit of myogenic transcription factors

Hypothetical regulatory circuit for murine myogenic genes comprising a core autoregulatory network of the MyoD transcription-factor family members MyoD, Myf5, myogenin and MRF4. The model

implies that Myf5 and MyoD are primarily responsible for defining the myoblast state. Myf5 and MyoD autoregulate their expression, but may negatively regulate one another. Upon depletion of

growth factors, MyoD and Myf5 activate myogenin, which induces the differentiated myotube state characterized by the expression myotube-specific genes. During myofibre maturation, MRF4 is

up-regulated, which induces the myofibre-specific genes ²adapted from Weintraub [21] and Olson and Klein [22]) and reproduced with the permission of the authors and the publishers (copyright

Cell Press, 1993, and Cold Spring Harbor Laboraory Press, 1994, respectively)´.

the expression of myofibre-specific genes (reviewed in [21,22]).

From experiments with transgenic mice it is inferred that MyoD

and Myf5 act by turning on the myogenin gene [23–25]. In

fibroblasts and various other cell types, the entire program of

muscle differentiation can be turned on by transfection of MyoD

or any one of the other members of the family [4,26–28]. Among

the endogenous muscle-specific genes activated are the myogenic

regulators themselves. These and other experiments have led to

the postulation of an auto- and cross-regulatory network [21,22]

(Figure 2). The positive-feedback loops tend to make expression

of the genes self-sustaining. Maintenance of the determined

myoblast in the undifferentiated state for a given length of time

appears to be due to negative regulators that have MyoD and

Myf5 as their primary targets. One of these inhibitors of

differentiation, called Id, is, like MyoD, a helix–loop–helix

(HLH) protein, but lacks the basic DNA-binding domain [29–31].

Dimerization with Id would prevent MyoD from binding to

DNA. Triggering of the differentiation step may occur via

inactivation of Id, allowing MyoD to heterodimerize with

ubiquitous basic HLH (bHLH) proteins that potentate its

activity, known as E-proteins. This results in activation of the

downstream myogenin gene [32–34]. The myogenin gene product,

which has been shown to be essential for muscle development in

�i�o, activates muscle-specific genes, inducing the differentiated

myotube state [22,24,35]. Finally, upregulation of MRF4 results

in the induction of myofibre-specific genes causing the maturation

of the myotube into the myofibre [22,36]. Within the myogenic

bHLH regulatory network, non-bHLH protein muscle-specific

enhancer factors of the MEF2 family [37,38] participate in the

autoregulatory circuits and in activation of muscle-specific genes

[39–42]. The core regulatory network in which a cell type

(myocyte)-specific family of transcriptional regulators (myogenic

bHLH proteins) synergize with unrelated factors (MEF2) in the

induction of determination and differentiation is strikingly

analogous to the regulatory network in adipocyte development,

where CCAAT}enhancer-binding proteins (C}EBPs) act in

synergy with the unrelated peroxisome proliferator-activated

receptors (PPARs) (see below).

C/EBP

The family of C}EBP transcription factors consists of several

proteins of which at least one, C}EBPα, appears to be subject to
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Figure 3 Temporal pattern of C/EBPα, C/EBPβ and C/EBPδ expression

Temporal patterns of C/EBPs expression during induced differentiation of 3T3-L1 preadipocytes

(upper) [44] and 32D C13 myeloblasts (lower) [45]. The absolute levels of these proteins are

unknown. Abbreviations : NI, non-induced ; TD, terminally differentiated. Arrows indicate the

approximate time when proliferation ceases in each pathway. This Figure is reproduced with

the permission of A. D. Friedman [45] and the publishers (W. B. Saunders Co., Philadelphia,

PA, U.S.A.).

autoregulation [8,11,43]. During cellular differentiation, each of

the C}EBPs exhibits a temporal expression pattern which differs

between gene types (α, β and δ) and cell type (adipocytes versus

myelomonocytes). [44–46]. During hormone-induced differ-

entiation of the 3T3-L1 adipoblast cell line into adipocytes,

C}EBPδ and C}EBPβ have early catalytic roles leading to

expression of C}EBPα concordant with the acquisition of the

differentiated phenotype [44,46]. In differentiating myelomono-

cytic cells, expression of C}EBPα and C}EBPδ peaks during
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the proliferative state and the expression of C}EBPβ increases

throughout until the terminally differentiated stage of poly-

morphonuclear leucocytes (neutrophils) is reached (Figure 3)

[45]. The members of the C}EBP family recognize the same DNA

targets. The different patterns of C}EBP expression may reflect

partial functional redundancy of the related C}EBPα and -β

transcription factors, as well as specialization in which the

differentiated stage-specific factor in the adipocyte is C}EBPα

and that in the myelomonocyte is C}EBPβ. Interestingly, each

C}EBPα and C}EBPβ}NF-M (nuclear factor-myeloid) [47],

together with the proto-oncogene Myb, can act as a combi-

natorial switch inducing myeloid-specific gene expression in

heterologous cell types [48]. Conditional ectopic expression of

C}EBPβ in NIH-3T3 cells initiates adipogenesis, converting

these multipotent precursor cells into pre-adipocytes [49]. The

concomitant induction of PPARδ by C}EBP, and its activation

by ligand, induces the subsequent differentiation into adipocytes.

C}EBPα, which together with PPARδ is expressed late in the

differentiation process, is thought to be responsible for the

establishment of the quiescent, terminally differentiated state

[49–55]. C}EBPs and PPARs may be the core of an auto-

regulatory network responsible for the commitment of the

adipocyte phenotype in a way similar to the autoregulatory

network of myogenesis. The different levels of the C}EBPs in

adipocytes and myelomonocytes may be considered as alternative

steady states of an autoregulatory circuit [13] in which an

additional synergistic partner is required for the establishment of

the specific phenotype.

Lessons from Drosophila

Temporal transcriptional regulation of closely related transcrip-

tion factors and loops of autoregulation appear to be a recurring

theme in development and cell differentiation. Cascades of

sequential transcriptional control are the basis for early Droso-

phila development. Numerous homeobox-containing genes in

Drosophila control their own expression by positive auto-

regulation. It is beyond the scope of this review to describe the

complex pattern of transcription-factor expression in this

organism. For trancriptional regulation in Drosophila, we refer

the reader to other publications [2,3,57–59].

RNA splicing

Before the RNA transcript of a eukaryotic gene is translocated

to the cytosol to become translated, the non-coding sequences

(introns) interrupting the coding sequences (exons) have to be

excised from the primary transcript or pre-mRNA by the process

of splicing. Alternative splicing may be constitutive, generating

always the same isofoms, or regulated, resulting in different

isoforms depending on the cell type and circumstances. Both

negative-acting protein factors preventing the use of a particular

splice site, and positive factors directing the splicing at an

unconventional splice site, may play a part [2]. A peculiar

mechanism involving inhibition by antisense mRNA of an

alternative splice site has been proposed for the thyroid receptor

TRα. One of the TRα splicing variants would be specifically

suppressed by a partially overlapping antisense transcript [60].

Alternative splicing of transcription factor pre-mRNAs may

generate multiple mRNAs that differ in their coding regions,

yielding polypeptides with different, often opposing, activities, or

in their untranslated regions, affecting mRNA stability, trans-

lation efficiency or intracellular localisation [61–64].

Hepatocyte nuclear factor (HNF)

In the case of the HNF homeodomain proteins, HNF1

( FHNF1α) and the closely related, by a different gene encoded

variant vHNF1 ( FHNF1β), differential use of polyadenylation

sites and alternative splicing causes the formation of different

isoforms [65]. All these HNF1}vHNF1 isoforms can mutually

homo- and heterodimerize to attain the DNA-binding state. The

trans-activating isoforms HNF1-A, HNF1-B, HNF1-C and

vHNF1-A}B differ in the composition of their C-terminal

domain, resulting in different trans-activating potentials :

HNF1-B and HNF1-C"HNF1-A. The vHNF1-C isoform lacks

most of the C-terminal amino acid sequences present in the

vHNF1-A}B isoforms and behaves as a trans-dominant repressor

when co-transfected with each of the trans-activating isoforms.

The isoform mRNA levels vary between cell types and during

organ development, suggesting regulation of both differential

polyadenylation and splicing [65].

CREM

The CREM [cAMP (cyclic AMP)-response element modulator]

gene encodes a family of activating and repressing isoforms

binding to cAMP-responsive promoter elements (CREs) of genes

involved in neuroendocrine processes and spermatogenesis. The

CREM gene is an example of a gene which is very extensively

regulated with respect to transcription, RNA processing and

post-translational modifications. The gene has a modular struc-

ture containing two alternative promoters, two alternative DNA-

binding domains and different trans-activation domains (Figure

4) [66–68]. Pre-mRNA transcribed from the non-inducible pro-

moter P1 is differentially spliced in a tissue-specific way. This

results in the synthesis of activators and repressors with alterna-

tive DNA-binding and trans-activation domain compositions

(Figure 4) [66,69]. For example, during spermatogenesis, a

developmental switch from the transcriptional repressors

CREMα, CREMβ and CREMδ to the activator CREMτ takes

place. CREMτ contains two additional glutamine-rich regions

(Q1 and Q2) responsible for trans-activation [61,70,71]. The

shorter transcript generated from the cAMP-inducible P2 pro-

moter is processed into mRNAs encoding small repressors, so-

called ICERs (inducible cAMP early repressors) [68,72].

Rhythmic adrenergic signals sent by the suprachiasmatic nucleus

cyclically activate the P2 promoter in the pineal gland by

stimulation of the cAMP signal-transduction pathway [72,73].

Other examples of differently acting transcription-factor iso-

forms generated by alternative splicing are the isoforms of

Bombyx mori GATAβ [74], the Wilms’-tumour susceptible gene

product WT1 [75], the acute-myeloid-leukaemia gene product

AML1 [76], the lymphoid transcription factor LyF-1 [77], the

upstream stimulatory factor (‘USF’) [78], the activating tran-

scription factor-3 (‘ATF3’) [79], I kappa B gamma [80], the

octamer motif-binding protein Oct-1 [81], Oct-2 [82], the Droso-

phila chorion transcription factorCF2 [83] and activating protein-

2 (‘AP-2’) [84]. In many of these cases the alternative splicing is

developmentally and}or spatially regulated.

Degradation of mRNA

mRNA turnover is an important aspect in the control of gene

expression. Eukaryotic mRNAs have different turnover times

that range from days to minutes, and often are influenced by

environmental signals. Among the less stable mRNAs are those

that encode proteins expressed transiently in response to extra-
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Top : schematic representation of the CREM gene. Exons encoding the glutamine-rich domains (Q1 and Q2), the P-box, the δ-domain (δ) and the two alternative DNA-binding domains (DBDs)

(DBDI and DBDII) are shown. Below the various activator and repressor isoforms which have been described to date are represented. The P1 promoter is GC-rich and directs a non-inducible pattern

of expression. Also shown is the ICER family. All the ICER transcripts are derived from an internal start-site of transcription (P2) located between the Q2 and δ-exon. A family of four types of

ICER transcript is generated by alternative splicing of the DBDs and δ-domain exons ICER-I, ICER-Iδ, ICER-II and ICER-IIδ. This Figure is reproduced with the permission of P. Sassone-Corsi

[73] and the publishers (Oxford University Press, Oxford, U.K.).

cellular stimuli like growth factors, cytokines and transcription

factors. Rapid mRNA degradation provides an efficient mech-

anism for transient protein expression because it links protein

synthesis directly to the gene transcription rate. Unstable mRNAs

may contain one or more specific sequences that stimulate their

degradation [85,86].

Of the transcription factors, the proto-oncogene c-fos has been

most extensively studied with respect to mRNA degradation. c-

Fos (the c-fos gene product) is required during development and

is induced rapidly and transiently by several extracellular stimuli

[87,88]. Once synthesized, c-Fos mRNA is transported to the

cytoplasm, where it is translated for only a brief period of time

because of its rapid degradation [89]. c-Fos mRNA contains in

its 3«-untranslated region (3«-UTR) a 75-nucleotide AU-rich

element (ARE) containing the nonameric sequence UUAUUU-

AUU, which has been shown to be critical for mRNA destabiliz-

ation [90]. The presence of the destabilizing element triggers

de-adenylation, which is an early step in mRNA decay. The

consensus sequence UUAUUUA(U}A)(U}A) is present within

the 3«-UTRs of many labile mRNAs and functions as a trans-

plantable element ; when inserted into a stable heterologous

mRNA such as β-globin mRNA, it destabilizes the mRNA in a

copy-dependent manner [90,91]. The mechanism by which the

ARE-containing mRNAs are further degraded is still unknown,

but studies in yeast suggest that deadenylation is followed by

decapping of the 5« terminus, making the mRNA accessible to

a specific 5«! 3« exonuclease [85,92]. The short-lived mRNAs of

two other transcription factors, c-Myc and c-Jun, which have

AREs in their 3«-UTRs, are believed to be subject to the same

degradation pathway [90,93]. Besides the determinant in the 3«-

UTR, there is an additional instability determinant in the

coding region of the c-Fos mRNA. This 0.32 kb Coding Region

Determinant of mRNA Instability (‘CRDI’) also works as an

independent mRNA destabilization determinant when incor-

porated in a heterologous, stable mRNA. The region facilitates

mRNA deadenylation and decay by a mechanism coupled to

translation [94–96].

Translation

Translational regulation of transcription factors, as of proteins in

general, usually occurs at the initiation level, specifically at two

steps : (a) selection of the mRNA for translation by the ribosomal

complex and (b) linear scanning of the mRNA from the 5«-end

by the ribosomal complex to select the translation initiation

codon. In both steps several eukaryotic initiation factors (eIFs)

are involved [97,98], two of which, eIF-4E and eIF-2, are known

to be important players in the regulation of translation.

Initiation factor eIF-4E is the cap-binding protein; it exerts its

function as part of a complex termed eIF-4F, which, in addition,

contains eIF-4δ of unknown function and eIF4A, an RNA

helicase. Initiation factor eIF-4E is sequestered in an inactive

complex by the 4E-binding proteins 4E-BP1 (homologous with

PHAS-1 [99]) and 4E-BP2 [100], blocking cap-dependent trans-

lation. Release of eIF-4E is mediated by mitogen-activated

protein (MAP)-kinase-catalysed phosphorylation of 4E-BP1}2,

which occurs in response to insulin and}or growth factors

[99,100]. An interesting hypothesis, which may have implications

for transcription-factor regulation, has been proposed by Proud
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Figure 5 Translational regulation of GCN4 and C/EBP

(A) The Figure schematically depicts the action of eIF-2 on translation reinitiation at the GCN4 mRNA. Left : under non-starvation conditions eIF-2 is readily recycled by the guanine nucleotide

exchange factor eIF-2B. The high level of eIF-2–GTP ensures frequent reinitiation at the upstream small ORFs with associated concomitant release of the small ribosomal subunit. Translation of

the GCN4 ORF is thereby prevented. Right : under starvation conditions uncharged tRNAs accumulate, activating the eIF-2–GDP kinase GCN2. The phosphorylated eIF-2 sequesters the exchange

factor eIF-2B in an inactive complex, resulting in low levels of active eIF-2–GTP. Ternary complex (eIF-2–GTP–Met-tRNAi
met) assembly is delayed, causing by-passing of the upstream small ORFs

and translation reinitiation at the GCN4 ORF ²adapted from Hinnebusch [102]) and reproduced with the permission of the author and the publishers (Elsevier Trends Journals)´. (B) Hypothetical

model for translational regulation of C/EBP mRNA. Analogous to the situation in yeast, high levels of eIF-2–GTP may cause efficient reinitiation after translation of the small upstream ORF, resulting

in mainly full-length C/EBP protein (left). When eIF-2–GTP levels are low, delayed translation reinitiation may cause protein synthesis from an internal in-frame start codon (i), resulting in N-terminally

truncated C/EBP protein (right).

[101], who stated that higher concentrations of eIF-4F would

primarily facilitate the translation of mRNAs whose 5«-UTRs

contain significant secondary structure. Interestingly, many

mRNAs of regulatory proteins including transcription factors

contain such highly structured CG-rich 5«-UTRs.

Modulation of translation initiation via eIF-2 in concert with

a specific mRNA sequence is of particular interest because it

controls the translation of at least one transcription factor,

GCN4 [102], and possibly of the transcription factors C}EBPα

and C}EBPβ as well. Initiation factor eIF-2 forms a ternary

complex with GTP and methionyl-initiator-tRNA (Met-

tRNA
i

met) and delivers the Met-tRNA
i

met to the 40 S ribosomal

subunit. Recycling of the eIF–2-GDP formed in the initiation

step is inhibited by phosphorylation of eIF-2, sequestering the

guanine nucleotide exchange factor GEF (eIF-2B) in an inactive

complex with eIF–GDP [97,98,103–105]. Phosphorylation of

eIF-2 occurs by specific kinases which are activated under various

conditions, including the deprivation of growth factors, amino

acid starvation, viral infection, heat-shock, insulin stimulation

and entry into the M-phase of the cell cycle [2,102,106–108].

GCN4

The Saccharomyces cere�isiae GCN4 gene encodes a tran-

scriptional activator regulating a set of genes engaged in amino

acid and purine biosynthesis. In response to starvation, the

concentration of GCN4 is up-regulated against an overall

reduction of protein synthesis. Regulation occurs at the trans-

lational level and acts via the combined action of eIF-2 and four

cis-regulatory short upstream open reading frames (uORFs) in

the 5« leader sequence of the GCN4 mRNA. Under normal

growth conditions the translation of the GCN4 coding region is

restricted because the ribosomal subunits scanning the GCN4

mRNA are detached in the translation of the successive uORFs

(Figure 5A, left). Under starvation conditions eIF-2 activity is

reduced, causing the ribosomes that resume scanning after
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translation of the first uORF to ignore the subsequent small

uORFs. This effectively enhances the chance of re-initiation at

the downstream GCN4 ORF, because at the time the ribosome

reaches the distant GCN4 start codon the ternary complex

necessary for translation initiation has reassembled (Figure 5A,

right) [102,109–112].

C/EBP

C}EBPα and C}EBPβ play a decisive role in the differentiation

of a number of cell types, including adipocytes, hepatocytes,

enterocytes and myelocytes [44,45,49,51,55,113–115]. The effects

of C}EBPα and C}EBPβ proteins appear to be dual : firstly they

induce the expression of tissue-specific genes in concert with

other transcription factors, and secondly they can evoke growth

arrest [51,116,117]. The magnitude of the transcriptional activ-

ation by C}EBPα and C}EBPβ transcription factors is modu-

lated by the relative expression of two protein isoforms, a full-

length and an N-terminally truncated isoform, both translated

from the same mRNA [118–121]. The full-length isoform is a

potent transcriptional activator in hepatocytes and adipocytes,

and the truncated isoform acts as a repressor, or an activator

with low activity, depending on the promoter context [118–122].

The generation of N-terminally truncated isoforms of C}EBPα

from internal start codons depends on the presence of a small

uORF, conserved in evolution, mediating delayed translation

reinitiation [121]. The analogous organization of the C}EBPβ

mRNA suggests that the generation of different translational

isoforms from this particular mRNA may be governed by a

similar mechanism [121].

We hypothesize that the C}EBP isoform ratio may be regulated

by translation initiation factor eIF-2. Like the uORFs in GCN4,

the C}EBP small uORF may actually sense the activity of

eIF-2. Low eIF-2 activity would promote the ribosomes, which

resume scanning after having read the uORF, to ignore the

proximal C}EBP initiation codon and start at an internal AUG,

yielding the truncated C}EBP isoform (Figure 5B, left). High

eIF-2 activity would suppress ‘ leaky’ scanning across the first

AUG of the C}EBP coding region, as well as the associated

internal initiation (Figure 5B, right). Such an eIF-2-sensing

system would provide an interesting coupling between, on the

one hand, growth and other factors (see above) that effect eIF-

2 phosphorylation (and thus activity), and, on the other hand,

C}EBP as a regulator of cell-type specific gene expression and

growth control. Interestingly, the formation of the full-length

C}EBP isoform from a transfected C}EBPα gene in COS cells is

promoted by serum addition (C. F. Calkhoven and G. AB,

unpublished work), a condition known to increase eIF-2 activity

[106]. Moreover, insulin is known to stimulate eIF-2 activity

[108] and causes a dramatic and rapid change in the C}EBPβ and

a modest change in C}EBPα isoform ratio to the benefit of the

full-length products in differentiating adipocytes [123]. C}EBP

isoform ratio modulation may provide a mechanism for meta-

bolic and hormone-imposed adaptation of C}EBP target genes.

This is interesting in the light of the central roles that C}EBPα

and C}EBPβ play in gluconeogenesis and lipogenesis, in liver

and fat tissue [44,114,124–127]. Additionally, translational regu-

lation via eIF-2 may be responsible for the temporary down-

regulation of the full-length C}EBPα isoform in the M-phase of

the cell cycle which is observed during liver regeneration [43].

c-myc

The proto-oncogene c-myc is a transcription factor having an

important role in control of cell growth. The 5« mRNA leader

sequence of murine and mice c-myc contains, besides an efficiently

used AUG translation start codon, an upstream in-frame non-

AUG start codon, CUG [128,129]. In cultured cells upon

methionine depletion, the translation of c-myc shifts from the

AUG codon to the upstream CUG codon. Although the physio-

logical function of the two isoforms is not yet established, it

could reflect a switch from cell growth promotion mediated by

the smaller isoform to inhibition of cell growth mediated by the

larger isoform [129]. Speculation on how the translational shift

under methionine deprivation is brought about focus again on a

role for eIF-2 in selecting the non-AUG codon [129]. An

alternative explanation may be found in the CAP-binding eIF-

4F complex, because increased levels of eIF-4F promote CAP-

proximal AUG codon usage in cell-free extracts [130].

Retinoic acid receptor β2 (RARβ2)

The complex 5«-untranslated region containing five partially

stacked uORFs of the mRNA is responsible for tissue-specific

synthesis of its RARβ2 during mouse development. Transgenic

mice containing an RARβ2–lacZ fusion construct including the

5«-UTR express no protein from the transcribed mRNA in heart

and brain. By mutating part or all of the uORFs, the tissue-

specific RARβ2 protein synthesis is lost, resulting in expression

in heart and brain. The main conclusion drawn from this study

is that uORFs in 5«-UTRs in combination with tissue-specific

regulation of initiation factor level and}or activity play an

important role in regulation of the tissue-specific expression of

this regulatory protein [131].

Translation regulation based on start site selection has been

implicated in the expression of other critical transcription factors

involved in growth and differentiation control [132], e.g. isoforms

of the rat hepatic leukaemia factor (‘HLF’) with different

circadian levels, tissue distributions and target preferences [133],

and the developmentally-regulated isoforms of the CREM iso-

forms, the CREMτ activator and the S-CREM repressor [134].

In by-passing the nucleus and relying on cis-regulatory ele-

ments in the mRNA proper, translation regulation enables fast

and co-ordinated responses to external stimuli and provides an

additional regulatory checkpoint [132,135–138]. Until now, the

role of special structural mRNA features in translation regulation

is far from clear. Future experiments should clarify their function

and the mechanisms involved.

REGULATION OF TRANSCRIPTION-FACTOR ACTIVITY

Once a transcription factor has been synthesized, its activity can

be controlled in a variety of ways, for instance by post-

translational modification, for example phosphorylation or by

binding of a ligand. These processes induce conformational

changes in the transcription factor, exposing, masking or re-

modelling a particular domain. Another means of activity modu-

lation is by specific protein–protein interaction, either with a

member of a related family of transcription factors to form a

DNA-binding dimer, or with an unrelated factor.

Post-translational modification by phosphorylation

Transcription factors are important final targets of signal-

transduction pathways in which transient signals generated by

stimulation of cell-surface receptors are transmitted via phos-

phorylation cascades to the nucleus. An important facet of this

type of modification is that it is reversible.

There are several ways by which phosphorylation can regulate

a transcription factor. Firstly, sequestration of the transcription

factor in an inactive complex, e.g. by an anchor protein, can be

regulated. Phosphorylation or dephosphorylation of the tran-
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scription factor or of its anchor protein may result in dissociation

of the complex, allowing translocation of the transcription factor

to the nucleus. Secondly, phosphorylation may modulate the

DNA-binding activity and}or the trans-activation potential of

the transcription factor (reviewed in [139,140]).

Sequestration

The first example concerns the SW15 protein of Saccharomyces

cere�isiae, a transcription factor regulating cell-cycle-dependent

expression of the specific HO endonuclease involved in mating-

type switching. SWI5 localization is thought to be regulated by

phosphorylation of three sites within or near the NLS through

the cell-cycle regulatory protein kinase Cdc28 in conjunction

with an activating cyclin subunit. In the G1-phase, SWI5 is

located in the nucleus and activates HO gene transcription.

During the other phases of the cell cycle, the SWI5 protein is

sequestered in the cytoplasm as a consequence of the phosphoryl-

ation of the NLS-proximal Cdc28 sites [141,142].

The second example concerns NF-κB of the Rel-related

family of transcription factors [143–145]. NF-κB is ubiquitously

expressed, but in most cells it is sequestered in the cytoplasm as

an inactive complex with the inhibitory protein IκB, probably

by masking of the NLS [146]. The IκB protein contains so-

called ankyrin-like (‘ANK’) repeat motifs which are believed to

be involved in protein–protein interactions [147,148] with the

p65 subunit of NF-κB. In response to various signals such as

mitogens, cytokines, viral double-stranded RNA and oxidative

stress, IκB is inactivated by phosphorylation, triggering its

degradation by the ubiquitin–proteinase pathway [149–153]. This

liberates NF-κB, which then is translocated to the nucleus,

where it can activate gene expression by binding to κB enhancer

and promoter motifs.

DNA-binding and trans-activation

Both the DNA-binding and trans-activation functions of a

transcription factor may be regulated by phosphorylation, either

positively or negatively. An illustrative example is c-Jun, which

is phosphorylated at five sites. Three of these are located just N-

terminal to the DBD and are phosphorylated by a constitutively

active kinase CKII, causing inhibition of DNA binding [154,

155]. Phorbol ester (phorbol 12-myristate 13-acetate), growth

factors or expression of transforming oncogenes stimulate an

unknown phosphatase which dephosphorylates c-Jun and in-

creases its DNA-binding activity [139,154]. Phosphorylation-

dependent DNA-binding activity is observed for many other

transcription factors, for example Max [156], Oct1 [157] and

SRF [158].

The two other phosphorylation sites of c-Jun, located in the N-

terminal trans-activation domain, are phosphorylated in response

to mitogenic stimulation and stress by distinct MAP kinases,

c-Jun N-terminal kinases (‘JNKs’) and stress-activated

protein kinases (‘SAPKs’), resulting in elevated trans-activation

potential [139,159–165].

Whereas c-Jun is activated by phosphorylation of the activ-

ation domain proper, C}EBPβ is activated in a different way.

[166,167]. In chicken C}EBPβ (NF-M), the N-terminally located

trans-activation domain is caught in an intramolecular in-

teraction with inhibitory domains. Phosphorylation of these

inhibitory domains liberates the trans-activation domain, in-

ducing the trans-activation function [167]. One of the signal-

transduction pathways leading to derepression of C}EBPβ

includes MAP kinases that phosphorylate a conserved MAP-

kinase site in the C}EBPβ proteins [166]. For murine C}EBPβ a

slightly different model was proposed in which both the exposure

of the trans-activation domain and the DNA-binding domain is

regulated by intra-molecular interactions with independent regu-

latory domains. However, involvement of phosphorylation in

this system has not been established [168]. Other conserved

phosphorylation sites mapped are a serine in the leucine-zipper

dimerization region of C}EBPβ that can be phosphorylated by

Ca#+-calmodulin-dependent protein kinase II (‘CaMKII’) con-

ferring calcium-regulated stimulation of transcriptional activity

[169], and a conserved serine in the DNA-contacting region of

C}EBPs the phosphorylation of which by protein kinase C

attenuates DNA-binding of C}EBPα in �itro [170].

It will be interesting to combine these biochemical studies with

structural analysis of the differently phosphorylated transcription

factors to see what the conformational consequences of these

reversible phosphorylations are.

Ligand-dependent activation of nuclear hormone receptors

Lipophilic hormones, such as steroids, retinoids, thyroid hor-

mones, vitamin D
$

and eicosanoids, are potent regulators of

transcription. They exert their function within target cells by

binding to specific intracellular receptors which function as

ligand-activated transcription factors. Although the various

ligands are chemically very different, the receptors exhibit a

remarkable overall structural unity that permits their classifi-

cation as one large family, namely the superfamily of nuclear

receptors. The family also includes members with no apparent

ligand, so-called ‘orphan receptors ’. Some of these may turn out

to interact with novel ligands, while others may be constitutive

factors. Excellent reviews on nuclear receptors have appeared

recently [171–179]. Before we discuss the mechanism(s) of ligand-

dependent activation, the common molecular design of nuclear

receptors in terms of structural and functional domains will be

described.

The N-terminal domain (A}B) exhibits little sequence simi-

larity across the superfamily and is variable in length. The

domain contains a ligand-independent trans-activation function

with marked cell type and promoter specificity [180].

The most conserved central domain (C), which contains two

zinc-co-ordinated modules (‘zinc fingers ’) that fold together to a

compact structure [181–185], functions as the DBD that targets

the receptor to specific DNA sequences known as hormone

response elements (HREs). The minimal target sequence recog-

nized by the DBD consists of a six-base-pair sequence, the core

recognition motif PuGGTCA (where Pu is a purine). Naturally

occurring response elements frequently contain two copies (half-

sites) of the core recognition motif, indicative of the fact that

most nuclear receptors function as dimers, i.e. homo- or hetero-

dimers. Receptor-specific differences in the contacts between

DBDs permit the formation of a limited number of homodimeric

or heterodimeric combinations. The precise sequence, orientation

(direct versus inverted repeats) and spacing of the half-sites

determine for which dimeric receptor combination an HRE is the

target (see [186] and references cited therein). Dimerization

between the DBDs results in a co-operative increase in the

specificity and affinity of DNA binding. Recently, some orphan

receptors recognizing their target DNA sequence in a monomeric

mode have been identified [187–190]. In these cases, the affinity

and specificity of DNA binding appears to be enhanced by a

C-terminal extension of the zinc-finger domain contacting an

extension of one to three base-pairs immediately 5« of the core

recognition motif [189,190].

C-terminal to the DBD, connected by a flexible hinge region

(D), is the ligand-binding domain (LBD) formed by a large,
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hydrophobic, moderately conserved region (E). Together with

the ligand-binding function, several other functions are integrated

within this domain, including strong dimerization, trans-activ-

ation, nuclear localization and (in some cases) heat-shock-

protein binding. The mechanisms by which ligands induce the

receptors appear to be different, depending on the nuclear

receptor class.

Steroid-hormone receptors

The steroid-hormone receptors, which function as ligand-induced

homodimers (head-to-head configuration) and bind to inverted

repeats of the core motif separated by three nucleotides, are

associated with a large multiprotein complex of chaperones

(Hsp90 and other heat-shock proteins) prior to hormone binding

(reviewed in [191]). Binding of the hormone induces a conform-

ational change of the LBD, causing dissociation of the multi-

protein complex and exposure of the LBD}dimerization inter-

face. The dimeric receptor can then bind to its palindromic HRE,

consisting of AGGTCA or AGAACA half-sites for the oestrogen

and the other steroid (glucocorticoids, mineralocorticoids, pro-

gesterone, androgen) receptors respectively [192–195]. The role

of the chaperones is not simply sterical blocking of DNA

binding; they are believed to keep the receptor in a poised,

ligand-sensitive state, and help to fold the receptor in its

transcriptionally active conformation. The transition exposes a

ligand-dependent trans-activation function, AF2, which is

located in the C-terminus of the LBD and appears to com-

municate with the transcription initiation complex via co-

activators or bridging factors : RIP140 [196], RIP160}ERAP160

[197], TIF1 [198], Trip1 [199,200] and SRC-1 [201].

Non-steroid receptors

Unlike steroid receptors, the non-steroid-hormone receptors do

not bind to heat-shock proteins and associate with DNA in the

presence and absence of their respective ligands [191,202,203].

Although some of these receptors can also bind as homodimers,

high-affinity binding of the RAR, the thyroid receptor (TR), the

vitamin D
$

receptor (VDR) and the PPAR to their cognate

HREs requires heterodimerization with the retinoid X receptor

(RXR) [204–212]. The most potent of these HREs are direct

repeats (DRs) of the AGGTCA half-site for which receptor

specificity is determined by the so-called ‘1-to-5 rule ’ specifying

the optimal half-site spacing of 1, 2, 3, 4 and 5 nucleotides for the

PPAR, RAR, VDR, TR and RAR response elements respectively

[176–205]. Structures of the unliganded human RXRα domain

[213] and the liganded domains of the human RARδ [214] and

TRα [215] receptors have recently been solved by X-ray crys-

tallography. While the overall folds are similar, the unliganded

and liganded domains show interesting differences that may not

represent inherent differences between the receptor types but

rather reflect ligand-induced conformational changes. Whereas

the unliganded hRXRα DBD contains internal hydrophobic

cavities, the ligand-bound LBD structures are more compact,

with the hormone tightly packed within the core of the domain.

In the unliganded receptor, the C-terminal amphipathic α-helix

harbouring the transcriptional activation domain AF-2 protrudes

from the LBD into the solvent. In the liganded domain, the

particular α-helix is packed on to the body of the LBD, with the

hydrophobic face contributing part of the hormone-binding

cavity. The ligand-induced repositioning of AF-2 may facilitate

the formation of transcriptionally active complexes with co-

activators like those interacting with the steroid receptors.

The presence of receptor molecules with different ligand

specificity within one and the same dimer raises the question of
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Figure 6 Allosteric control of nuclear receptor activity

The Figure shows a model for allosteric control of the nuclear receptor heterodimer RXR/RAR.

Binding of the heterodimers to direct repeats follows strict polarity ; if bound to a direct repeat

spaced by five nucleotides (DR5), the polarity is 5«-RXR/RAR-3« ; at DR1 the polarity is 5«-
RAR/RXR-3«. In the absence of the ligand all-trans RA (atRA), the co-repressor (Rpr) is

associated mediating repression on both DR5 and DR1. Ligand binding induces the

recruitment of the co-activator (Act) and on the DR5 dissociation of the co-repressor (Rpr),

leading to transcriptional activity. On the DR1, by contrast, the co-repressor is unable to

dissociate, keeping the bound complex transcriptionally inactive ²adapted from Perlmann and

Vennstro$ m [225] and reprinted with permission from Nature [Copyright (1995) Macmillan

Magazines Limited] and the authors´.

whether a heterodimeric receptor can be activated by both

ligands and, if so, whether they act synergistically. Dual ligand-

sensitivity of all the RXR-containing heterodimers would create

a specificity problem, in the sense that the heterodimeric receptors

would be activated by the RXR ligand 9-cis-retinoic acid (9-cis-

RA) in addition to the cognate ligand of the dimerization

partner. The actual situation appears to be complex and to be

differently dependent on the particular receptor combination

[216] (reviewed in [179]). Dual synergistic activation occurs in

case of the PPAR}RXR heterodimer. In contrast, ligand-induced

transcriptional activity of RXR by 9-cis-RA is suppressed when

it is complexed with VDR, TR or RAR. The formation of the

RXR}RAR heterodimer actually prevents the RXR subunit

from binding to its ligand. These observations show that allosteric

interactions among heterodimer partners create complexes with

unique properties. Also interesting in this respect is the finding

that the orphan receptor NGF1-B, which is capable of binding as

a monomer to DNA, can form a complex with RXR that is

responsive to 9-cis-RA. Interestingly, DNA contact by RXR is

not required for this effect [216].

In contrast with the steroid receptors, the unliganded TR and

RAR bind as heterodimers with RXR to their cognate DNA sites

and silence active promoters [217,218]. The suppressing action is

mediated by co-repressors which bind to the unliganded receptors

[219,220]. Recently two co-repressors, called NCoR and SMRT,

have been cloned and further characterized [221–225]. Whether

ligand binding is able to trigger the activation process depends

on the half-site spacing of the binding site. On a DR5 site ligand

binding results in activation, whereas on a DR1 site repression is

maintained [226] (Figure 6). This difference finds its cause in the
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different polarities of the receptors in the heterodimer. On a DR5

site the RXR is in the upstream position, whereas on a DR1 site

the orientation is reversed. In case of the heterodimer with the

RXR}RAR (DR5) polarity, ligand binding results in the release

of the co-repressor and binding of the co-activator, whereas with

the heterodimer with the reversed polarity the co-repressor stays

attached despite the fact that ligand and co-activator binding still

takes place [224]. The co-repressor acts dominantly over the co-

activator. These observations reveal allosteric interactions be-

tween the receptor subunits whose precise effect depends on the

particular anisotropic configuration of the heterodimer imposed

by the half-site spacing of the binding site. Interestingly the

binding site for the co-repressor is located in the hinge region

between the DBD and LBD of the RAR or TR; no interaction

occurs with the RXR subunit. The hinge region must possess

considerable flexibility to accommodate the head-to-tail orien-

tation of the DBDs with the supposed head-to-head orientation

of the LBDs on the DNA [213]. It could be envisaged that the

binding-associated compaction of the LBD changes the LBD

configuration in the dimer, since the DBDs are in a fixed

configuration on the DNA. This would result in a conformational

change of the hinge region and release of the co-repressor. Such

a scheme would imply that the ligand-induced conformational

change in the RAR or TR hinge region only occurs when these

receptors are in the downstream position.

Protein–protein interactions

The activity of a transcription factor may be affected by the

interaction with other proteins, which can be either DNA-

binding proteins or non-DNA-binding accessory proteins. Both

interactions with transcription factors of the same or a different

family of DNA-binding proteins are possible. One example, the

dimerization between related members of the nuclear-receptor

family has already been discussed in the previous section.

Alternatively, interaction takes place with non-DNA factors

(accessory factors) that may mediate a divers range of functions,

e.g. acting as a ‘bridging factor ’ between the transcription factor

and the basal transcription machinery, stabilizing the DNA-

binding complex or changing the specificity of the target sequence

recognition.

The basic-zipper (bZIP) DNA-binding proteins

The first well-characterized dimerization domain was the leucine

zipper, an α-helix characterized by a heptad repeat of

leucine residues [227–229]. When two such helices form a parallel

coiled coil, the adjacent, positively charged, DNA-contacting

regions are positioned in the proper orientation for DNA binding

[230–232]. The subfamilies of C}EBP, Fos, Jun and ATF}CREB

transcription factors all depend on a bZIP domain for DNA

binding [233]. Within the C}EBP subfamily, the bZIP domain is

highly conserved; all members can interact with each other,

yielding a variety of dimers with very similar DNA-recognition

characteristics. A special C}EBP protein called C}EBP-homo-

logous protein CHOP ( FC}EBPζ), which dimerizes avidly

with other C}EBP proteins, has an unusual amino acid in its

DNA-binding motif rendering it unable to bind to the classical

C}EBP binding consensus [234]. Since heterodimers containing

CHOP cannot bind to C}EBP-sites, CHOP acts as a dominant

negative regulator of C}EBP DNA binding. CHOP is induced by

a variety of cellular stresses caused by toxins, nutrient deprivation

and metabolic inhibitors [234–237]. Its induction inhibits adipo-

genesis and attenuates C}EBPα and C}EBPβ gene expression,

possibly by interference with the autoregulatory C}EBP cascade

at an early stage [238].

DNA site DNA site

Kb, PC Kb, NC

P C C N

Ka, PC C NP Ka, PC

Figure 7 Theoretical model of dimerization-generated ultrasensitivity

The potency of the positive component P and the negative component N as a heterodimeric

partner of the central component C for stimulating or repressing transcription is determined by

their ability to associate with C and with the DNA target site. Ultrasensitivity can be obtained

when, for example, the P–C association constant is higher than the N–C association constant

(Ka,PC " Ka,NC) and the DNA–PC binding constant is lower than the DNA–NC binding constant

(Kb,PC ! Kb,NC). In this case, the P component may easily displace the N component from the

C component. Nevertheless, as long as there is still repressor dimer (NC) present, the DNA

target cannot be bound by the activator dimer (PC), which exhibits lower affinity for DNA. A

near-maximal transcriptional response is induced abruptly, like a molecular switch, only if the

majority of C molecules are bound by P in the PC dimer. For example, in the case of a 100-fold

difference between Ka,NC and Ka,PC, and between Kb,PC and Kb,NC, a 2-fold increase in P

concentration would give a shift from 10 to 90% of the maximum response [239]. (Reproduced

with the permission of Swillens [239] and the publishers).

Heterodimerization of transcription factors can provide an

explanation for the ultrasensitivity to fluctuations in the effector

concentration. In a model outlined by Swillens and Pirson [239]

ultrasensitivity can be generated by the reversible coupling of a

central component (C) with low affinity to a positive acting (P)

and high affinity to a negative acting (N) factor. Ultrasensitivity

is obtained if the NC complex has a higher affinity for DNA than

the PC complex (Figure 7).

A similar model may help us to understand the observed

ultrasensitivity of C}EBP activity to the concentration of

small inhibitory C}EBP isoforms [118,121]. Homodimers

of small C}EBP isoforms, and probably heterodimers of small}
large isoforms too, have higher DNA-binding affinities than

homodimers of large isoforms [118,240]. This, with the assump-

tion of a high dimerization constant for dimers containing the

large isoform and a lower dimerization constant for the homo-

dimer of the small isoforms, would theoretically explain the

ultrasensitivity for small-isoform levels.

Transcription-factor supracomplexes

bZIP protein dimers are often cross-coupled to other tran-

scription-factor dimers in so-called ‘ transcription-factor supra-

complexes’ [241]. Supracomplexes between bZIP and Rel tran-

scription factors have physiological functions and DNA-binding

characteristics distinct from those of the individual transcription-

factor partner [241–243]. C}EBP-Rel supracomplexes do not

bind to κB Rel-protein binding sites, but do bind to C}EBP

binding sites with the Rel proteins not directly contacting the

DNA [244]. The inability of C}EBP–Rel supracomplexes to bind

κB sites is consistent with the observed repression of κB-
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dependent gene expression by C}EBP [243]. In another bZIP–Rel

supracomplex of this kind, AP-1 proteins stabilize the interaction

of nuclear factor of activated T cells (NF-AT) with weak NF-AT

DNA sites [241,245,246]. Another example of transcription factor

cross-coupling in which bZIP proteins play a part is the inter-

action between AP-1 transcription factors and the glucocorticoid

receptor at a ‘composite ’ glucocorticoid response element (GRE)

[247]. Interaction between the GR or c-Jun homodimer strongly

enhances promoter function, whereas interaction between the

GR and the c-Jun–c-Fos heterodimer appears to repress pro-

moter function [247]. Supracomplex formation between c-Jun

and MyoD via their respective dimerization domains has been

shown to inhibit the function of both proteins [248,249].

Co-activators and -repressors

Most transcription factors mediate diverse effects depending on

cell type and the presence or absence of a particular stimulus.

The effects depend on accessory proteins or co-factors that are

expressed in a tissue-restricted manner and}or interact only

with a particular state of the transcription factor. Clear examples

of such co-factors are the co-activator and co-repressor proteins

interacting with the nuclear receptor dimers as discussed in the

previous section ‘Ligand-dependent activation of nuclear hor-

mone receptors ’. Some other examples of what undoubtedly will

become a growing group of transcription factor–cofactor inter-

actions are discussed below.

CREB-binding protein

Signals that increase intracellular concentrations of cAMP

activate genes that contain CREs. Target gene activation is

mediated by the transcription factor CREB, which is activated

by phosphorylation in response to the cAMP signal. The

activation is not caused by a change in the intracellular local-

ization, DNA binding or intrinsic trans-activation potential of

CREB, but by recruitment of a co-activator CREB-binding

protein (CBP). CBP only interacts with the phosphorylated

CREB and functions as a bridging factor to the basal tran-

scription factor TFIIB and is required for the recruitment of an

active polymerase II complex [250–254].

Tax

Human T-cell leukaemia virus type I (HTLV-I) Tax proteins

increase the DNA binding of many cellular transcription factors

that contain a bZIP DNA-binding domain, including GCN4,

ATF, AP-1, CREB and C}EBP. Tax interacts with the basic

DNA-contacting region, increasing dimer stability and affinity

for DNA. Tax also alters DNA-binding-site selectivity. Both

effects are probably important for the ability of Tax to recruit the

appropriate cellular bZIP proteins to the HTLV-I long terminal

repeat during viral infection. The ‘promiscuous’ activation of

cellular genes by the recruitment of bZIP proteins is probably the

basis for Tax’s oncogenic activity [255–257].

Dimerization cofactor of HNF-1 (DCoH)

The homeodomain protein HNF-1α regulates the expression of

a large number of genes in the liver. For maximal transcriptional

activation, the HNF-1α dimer requires the co-activator dimer

DCoH. Although DCoH does not alter HNF-1α DNA affinity,

it strongly enhances its transcriptional activity. How this is

achieved is not known, but one of the effects is that it stabilizes

the HNF-1α dimer in solution via interaction with the HNF-1α

dimerization domain. The intriguing aspect about DCoH is that

it appears to be a bifunctional protein. DCoH was characterized

as pterin-4a-carbinolamine dehydratase (PCD), a protein com-

ponent of the phenylalanine hydroxylation system. PCD defici-

ency may be correlated with certain hyperphenylalaninaemias in

children. Whether the dehydratase activity is also essential for

the HNF-1α transcriptional enhancement is not known

[258–261].

CONCLUSIONS AND PERSPECTIVES

In this review we have outlined control points in the expression

of transcription factors. For these regulatory proteins collect-

ively, any step in the complete sequence leading from the

encoding gene to the active transcription factor may potentially

be subject to control. For a given transcription factor, regulation

is often exerted at more than one step. A clear example is C}EBP,

which, during the course of cell differentiation, is primarily

controlled at the transciptional level. In addition, phosphoryl-

ation of the protein at specific sites provides links to signal-

transduction pathways and translation regulation may be im-

portant in the response to metabolic signals. Finally, dimerization

may affect the specificity and affinity of DNA binding and

potentially integrates the regulatory pathways of both partners.

Another example of multiple control is provided by the nuclear

receptor family, where the restricted presence of the receptor in

its target cell is determined at the transcriptional level, the actual

activation occurring through the binding of a ligand, and further

modulation of the activity may be achieved by the dimerization

partner and phosphorylation [262,263]. There is probably a

hierarchy in the importance of the control steps for a particular

transcription factor, some of which may mainly serve for fine

tuning by coupling to other regulatory pathways.

Gene duplication and mutation has generated a great deal of

diversity within transcription-factor families, which may serve

the purpose of redundancy as well as specialization. Regulatory

diversity is further extended by processes like alternative splicing,

translation-start-site multiplicity, phosphorylation and protein–

protein interaction.

Insight into the action and regulation of transcription factors

has been obtained by a variety of techniques. The recent results

on transcription factors by X-ray crystallography and NMR

methods has allowed us to project earlier, often fragmentary,

data on to the three-dimensional structure. In the future more

will be learned of how different regulatory pathways involving

transcription factors are coupled. Our present knowledge of

transcription-factor regulation is probably unbalanced, with a

bias against translational regulation. We expect that future

attention will be drawn more towards this level of regulation

and how it regulates transcription factor activity.

Because of the width of the field we were forced to make a

selection of the topics reviewed. Some interesting transcription

factors and regulatory pathways are left undiscussed, e.g. proteins

with unconventional properties like lactoferrin, which acts as a

secretory transcription factor [264], the redox regulation of

DNA-binding activity observed for many transcription factors

([265–267] and references therein), the activation of the ‘STAT’

(signal transducers and activators of transcription) family by

cytokines [268] and transcription-factor gradients in embryonic

development [59,269].

For a better understanding of the actual potential of a

transcription factor in the cell, more detailed quantitative analy-

ses will be necessary. Parameters like dimerization constants,

DNA affinity constants, precise concentrations of transcription

factors and threshold levels of transcription-factor concen-
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trations may be used to generate mathematical models of gene

regulation. These models will help to explain the dynamics and

kinetics of transcription-factor action in gene expression and to

generate new ideas.

We thank Onno Bakker for critical reading of the manuscript before its submission.
We are grateful to A.D. Friedman, P. Sassone-Corsi and S. Swillens for their
permission to use Figures from their publications in this review.

REFERENCES

1 Keller, A. D. (1994) J. Theor. Biol. 170, 175–181

2 Alberts, B., Bray, D., Lewis, J., Raff, M., Roberts, K. and Watson, J. D. (1994)

Molecular Biology of The Cell, 3rd edn., pp. 401–474, 1060–1063 and 1139–1193,

Garland Publishing, New York

3 Serfling, E (1989) Trends Genet. 5, 131–133

4 Thayer, M., Tapscott, S. J., Davis, R. L., Wright, W. E., Lasser, A. B. and Weintraub,

H. (1989) Cell 58, 241–248

5 Jiang, J., Hoey, T. and Levine, M. (1991) Genes Dev. 5, 265–277

6 Regulski, M., Dessain, S., McGinnis, N. and McGinnis, W. (1991) Genes Dev. 5,
278–286

7 Zhao, X.-Y. and Hung, M.-C. (1992) Mol. Cell. Biol. 12, 2739–2748

8 Legraverend, C., Antonson, P., Flodby, P., Xanthopoulos, K. G. (1993) Nucleic Acids

Res. 21, 1735–1742

9 Rhodes, S. J., Chen, R., DiMattia, G. E., Scully, K. M., Kalla, K. A., Lin, S. C., Yu,

V. C. and Rosenfeld, M. G. (1993) Genes Dev. 7, 913–932

10 Shan, B., Chang, C.-Y., Jones, D. and Lee, W.-H. (1994) Mol. Cell. Biol. 14,
229–309

11 Timchenko, N., Wilson, D. R., Taylor, L. R., Abdelsayed, S., Wilde, M., Sawadogo, M.

and Darlington, G. J. (1995) Mol. Cell. Biol. 15, 1192–1202

12 Walsh, M. J., Gongliang, S., Spidoni, K. and Kapoor, A. (1995) J. Biol. Chem. 270,
5289–5298

13 Keller, A. D. (1995) J. Theor. Biol. 172, 169–185

14 Davis, R. L., Weintraub, H. and Lassar, A. B. (1987) Cell 51, 987–1000

15 Braun, T., Buschhausen, D. G., Bober, E., Tannich, E. and Arnold, H. H. (1989)

EMBO J. 8, 701–709

16 Edmondson, D. G. and Olson, E. N. (1989) Genes Dev. 3, 628–640

17 Wright, W. E., Sassoon, D. A. and Lin, V. K. (1989) Cell 56, 607–617

18 Rhodes, S. J. and Konieczny, S. F. (1989) Genes Dev. 3, 2050–2061

19 Miner, J. H. and Wold, B. (1990) Proc. Natl. Acad. Sci. U.S.A. 87, 1089–1093

20 Braun, T., Bober, E., Winter, B., Rosenthal, N. and Arnold, H. H. (1990) EMBO J. 9,
821–831

21 Weintraub, H. (1993) Cell 75, 1241–1244

22 Olson, E. N. and Klein, W. H. (1994) Genes Dev. 8, 1–8

23 Rudnicki, M. A., Schnegelsberg, P. N., Stead, R. H., Braun, T., Arnold, H. H. and

Jaenisch (1993) Cell 75, 1351–1359

24 Hasty, P., Bradley, A., Morris, J. H., Edmondson, D. G., Venuti, J. M., Olson, E. N.

and Klein, W. H. (1993) Nature (London) 364, 501–506

25 Nabeshima, Y., Hanaoka, K., Hayasaka, M., Esumi, E., Li, S., Nonaka, I. and

Nabeshima, Y. (1993) Nature (London) 364, 532–535

26 Weintraub, H. (1991) Science 251, 761–766

27 Buckingham, M. (1992) Trends Genet. 8, 144–149

28 Zingg, J.-M., Pedraza-Alva, G. and Jost, J.-P. (1994) Nucleic Acids Res. 22,
2234–2241

29 Benezra, R., Davis, R. L., Lockshon, D., Turner, D. L. and Weintraub, H. (1990) Cell

61, 49–59

30 Kreider, B. L., Benezra, R., Rovera, G. and Kadesch, T. (1992) Science 255,
1700–1702

31 Jen, Y., Weintraub, H. and Benezra, R. (1992) Genes Dev. 6, 1466–1479

32 Hu., J. S., Olson, E. N. and Kingston, R. E. (1992) Mol. Cell. Biol. 12, 1031–1042

33 Lassar, A. B., Davis, R. L., Wright, W. E., Kadesch, T., Murre, C., Voronova, A.,

Baltimore, D. and Weintraub, H. (1991) Cell 66, 305–315

34 Zhuang, Y., Kim, G., Bartelmez, S., Cheng, P., Groudine, M. and Weintraub, H.

(1992) Proc. Natl. Acad. Sci. U.S.A. 89, 12132–12136

35 Cheng, T.-C., Tseng, B. S., Merlie, J. P., Klein, W. H. and Olson, E. N. (1995) Proc.

Natl. Acad. Sci. U.S.A. 92, 561–565

36 Mak, K.-L., To, R. Q., Kong, Y. and Konieczny (1992) Mol. Cell. Biol. 12, 4334–4346

37 Pollock, R. and Treisman, R. (1991) Genes Dev. 5, 2327–2341

38 Yu, Y.-T., Breitbart, R. E., Smoot, L. B., Lee, Y., Mahdavi, V. and Nadal-Ginard, B.

(1992) Genes Dev. 6, 1783–1798

39 Edmondson, D. G., Cheng, T.-C., Cserjesi, P., Chakraborty, T. and Olson, E. N. (1992)

Mol. Cell. Biol. 12, 3665–3677

40 Yee, S.-P. and Rigby, P. W. J. (1993) Genes Dev. 7, 1277–1289

41 Leibham, D., Wong, M., Cheng, T.-C., Schroeder, S., Weil, P. A., Olson, E. N. and

Perry, M. (1994) Mol. Cell. Biol. 14, 686–699

42 Breitbart, R., Liang, C., Smoot, L., Laheru, D., Mahdavi, V. and Nidal-Ginard, B.

(1993) Development 118, 1095–1106

43 Rana, B., Xie, Y., Mischoulon, D., Bucher, N. L. R. and Farmer, S. R. (1995) J. Biol.

Chem. 270, 18123–18132

44 Cao, Z., Umek, R. M. and McKnight, S. L. (1991) Genes Dev. 5, 1538–1552

45 Scott, L. M., Civin, C. I., Rorth, P. and Friedman, A. D. (1992) Blood 80, 1725–1735

46 Yeh, W.-C., Cao, Z., Classon, M. and McKnight, S. L. (1995) Genes Dev. 9, 168–181

47 Katz, S., Kowentz–Leutz, E., Mu$ ller, C., Meese, K., Ness, S. A. and Leutz, A (1993)

EMBO J. 12, 1321–1332

48 Ness, S. A., Kowenz, L. E., Casini, T., Graf, T. and Leutz, A. (1993) Genes Dev. 7,
749–759

49 Wu., Z., Xie., Y., Bucher, N. L. R. and Farmer, S. R. (1995) Genes Dev. 9,
2350–2363

50 Samuelsson, L, Stromberg, K., Vikman, K., Bjursell, G. and Enerback, S. (1991)

EMBO J. 10, 3787–3793

51 Umek, R. M., Friedman, A. D. and McKnight, S. L. (1991) Science 251, 288–292

52 Freytag, S. O. and Geddes, T. J. (1992) Science 256, 379–382

53 Vasseur-Cognet, M. and Lane, M. D. (1993) Curr. Opin. Genet. Dev. 3, 238–245

54 Lin, F. T. and Lane, M. D. (1994) Proc. Natl. Acad. Sci. U.S.A. 91, 8757–8761

55 Freytag, S. O., Paielli, D. L. and Gilbert, J. D. (1994) Genes Dev. 8, 1654–1663

56 Tontonoz, P., Hu, E. and Spiegelman, B. M. (1994) Cell 79, 1147–1156

57 Ingham, P. W. (1988) Nature (London) 335, 25–34

58 Driever, W. and Nu$ sslein-Volhard, C. (1989) Nature (London) 337, 138–143

59 Ja$ ckle, H. and Sauer, F. (1993) Curr. Opin. Cell Biol. 5, 505–512

60 Lazar, M. A., Hodin, R. A., Cardona, G. and Chin, W. W. (1990) J. Biol. Chem. 265,
12859–12863

61 Foulkes, N. S. and Sassone-Corsi, P (1992) Cell 68, 411–414

62 Davis, I. and Ish-Horowicz, D. (1991) Cell 67, 927–940

63 Kislauskis, H. and Singer, R. H. (1992) Curr. Opin. Cell Biol. 4, 975–978

64 Salle! s, F. J., Lieberfarb, M. E., Wreden, C., Gergen, J. P. and Strickland, S. (1994)

Science 266, 1996–1999

65 Bach, I and Yaniv, M (1993) EMBO J. 12, 4229–4242

66 Foulkes, N. S., Borrelli, E. and Sassone-Corsi, P. (1991) Cell 64, 739–749

67 Laoide, B. M., Foulkes, N. S., Schlotter, F. and Sassone-Corsi, P. (1993) EMBO J.

12, 1179–1191

68 Molina, C. A. M., Foulkes, N. S., Lalli, E. and Sassone-Corsi, P. (1993) Cell 75,
875–886

69 Mellstro$ m, B., Naranjo, J. R., Foulkes, N. S., Lafarga, M. and Sassone-Corsi, P.

(1993) Neuron 10, 655–665

70 Brindle, P., Linke, S. and Montminy, M. (1993) Nature (London) 364, 821–824

71 Lalli, E and Sassone-Corsi, P (1994) J. Biol. Chem. 269, 17359–17362

72 Stehle, J. H., Foulkes, N. S., Molina, C. A., Simonneaux, V. Pe! vet, P. and Sassone-

Corsi, P. (1993) Nature (London) 365, 314–320

73 Sassone-Corsi, P. (1994) EMBO J. 13, 4717–4728

74 Drevet, J. R., Swevers, L. and Iatrou, K. (1995) J. Mol. Biol. 246, 43–53

75 Wang, Z. Y., Qiu, Q., Huang, J., Gurrieri, M. and Deuel, T. F. (1995) Oncogene 10,
415–422

76 Tanaka, T., Tanaka, K., Ogawa, S., Kurokawa, M., Mitani, K., Nishida, J., Shibata, Y.,

Teboul, M., Enmark, E., Li, Q., Wikstrom, A. C., Pelto-Huikko, M. and Gustafsson,

J.-A. (1995) Proc. Natl. Acad. Sci. U.S.A. 92, 2096–2100

77 Hahm, K., Ernst, P., Lo, K., Kim, G. S., Turck, C. and Smale, S. T. (1994) Mol. Cell.

Biol. 14, 7111–7123

78 Lin, Q., Luo, X. and Sawadogo, M. (1994) J. Biol. Chem. 269, 23894–23903

79 Chen, B. P., Liang, G., Whelan, J. and Hai, T. (1994) J. Biol. Chem. 269,
15819–15826

80 Grumont, R. J. and Gerondakis, S. (1994) Proc. Natl. Acad. Sci. U.S.A.. 91,
4367–4371

81 Das, G. and Herr, W. (1993) J. Biol. Chem. 268, 25026–25032

82 Lillycrop, K. A. and Latchman, D. S. (1992) J. Biol. Chem. 267, 24960–24965

83 Gogos, J. A., Hsu, T., Bolton, J. and Kafatos, F. C. (1992) Science 257, 1951–1955

84 Buettner, R., Kannan, P., Imhof, A., Bauer, R., Yim, S. O., Glockshuber, R., van Dyke,

M. W. and Tainsky, M. A. (1993) Mol. Cell. Biol. 13, 4174–4185

85 Decker, C. J. and Parker, R. (1994) Trends Genet. 19, 336–340

86 Beelman, C. A. and Parker, R (1995) Cell 81, 179–183

87 Johnson, R. S., Spiegelman, B. M. and Papaioannou, V. (1992) Cell 71, 577–586

88 Greenberg, M. E. and Ziff, E. B. (1984) Nature (London) 311, 433–438

89 Muller, R., Bravo, R., Burckhardt, J. and Curran, T. (1984) Nature (London) 312,
716–720

90 Zubiaga, A. M., Belasco, J. G. and Greenberg, M. E. (1995) Mol. Cell. Biol. 15,
2219–2230

91 Winstall, E., Gamache, M. and Raymond, V. (1995) Mol. Cell. Biol. 15, 3796–3804

92 Muhlrad, D., Decker, C. J. and Parker, R. (1994) Genes Dev. 8, 855–866

93 Lagnado, C. A., Brown, C. Y. and Goodall, G. J. (1994) Mol. Cell. Biol. 14,
7984–7995

94 Shyu, A.-B., Belaco, J. G. and Greenberg, M. E. (1991) Genes Dev. 5, 221–234



341Regulation of transcription-factor level and activity

95 Chen, C. Y., You, Y. and Shyu, A. B. (1992) Mol. Cell. Biol. 12, 5748–5757

96 Schiavi, S. C., Wellington, C. L., Shyu, A. B., Chen, C. Y., Greenberg, M. E. and

Belasco, J. G. (1994) J. Biol. Chem. 269, 3441–3448

97 Hershey, J. W. B. (1991) Annu. Rev. Biochem. 60, 717–755

98 Kozak, M. (1992) Annu. Rev. Cell Biol. 8, 197–225

99 Lin, T.-A., Kong, X., Haystead, T. A. J., Pause, A., Belsham, G., Sonenberg, N. and

Lawrence Jr., J. C. (1994) Science 266, 653–656

100 Pause, A., Belsham, G. J., Gingras, A.-C., Donze! , O., Lin, T.-A., Lawrence, Jr., J. C.

and Sonenberg, N. (1994) Nature (London) 371, 762–767

101 Proud, C. G. (1994) Nature (London) 371, 747–748

102 Hinnebusch, A. G. (1994) Trends Biochem. Sci. 19, 409–414

103 Rowlands, A., Panniers, G. and Henshaw, E., C. (1988) J. Biol. Chem. 263, 5526–5533

104 Rhoads, R. E. (1993) J. Biol. Chem. 268, 3017–3020

105 Pantopoulos, K., Johansson, H. E. and Hentze, M. W. (1994) Prog. Nucleic Acids

Res. Mol. Biol. 48, 181–239

106 Montine, K. S. and Henshaw, E. C. (1989) Biochem. Biophys. Acta 1014, 282–288

107 Sarre, T. F. (1989) Biosystems 22, 311–325

108 Welsh, G. I. and Proud, C. G. (1993) Biochem. J. 294, 625–629

109 Mueller, P. P. and Hinnebusch, A. G. (1986) Cell 45, 201–207

110 Dever, T. E., Feng, L., Wek, R. C., Cigan, A. M., Donahue, T. F. and Hinnebusch,

A. G. (1992) Cell 68, 585–596

111 Dever, T. E., Chen, J.-J., Barber, G. N., Cigan, A. M., Feng, L., Donahue, T. F.,

London, I. M., Katze, M. G. and Hinnebusch, A. G. (1993) Proc. Natl. Acad. Sci.

U.S.A. 90, 4616–4620

112 Abastado, J.-P., Miller, P. F., Jackson, B. M. and Hinnebusch A. G. (1991) Mol.

Cell. Biol. 11, 486–496

113 Friedman, A. D., Landschulz, W. H. and McKnight, S. L. (1989) Genes Dev. 3,
1314–1322

114 Descombes, P., Chojkier, M., Lichtsteiner, S., Falvey, E. and Schibler, U. (1990)

Genes Dev. 4, 1541–1551

115 Chandrasekaran, C. and Gordon, J. I. (1993) Proc. Natl. Acad. Sci. U.S.A. 90,
8871–8875

116 Buck, M., Turler, H. and Chojkier, M. (1994) EMBO J. 13, 851–860

117 Hendricks-Taylor, L. R. and Darlington, G. J. (1995) Nucleic Acids Res. 23,
4726–4733

118 Descombes, P and Schibler, U (1991) Cell 67, 569–579

119 Ossipow, V., Descombes, P. and Schibler, U. (1993) Proc. Natl. Acad. Sci. U.S.A.

90, 8219–8223

120 Lin, F.-T., MacDougald, O. A., Diehl, A. M. and Lane, M. D. (1993) Proc. Natl. Acad.

Sci. U.S.A. 90, 9606–9610

121 Calkhoven, C. F., Bouwman, P. R. J., Snippe, L. and AB, G (1994) Nucleic Acids

Res. 22, 5540–5547

122 Nerlov, C. and Ziff, E. B. (1994) Genes Dev. 8, 350–362

123 MacDougald, O. A., Cornelius, P., Liu, R. and Lane, M. D. (1995) J. Biol. Chem.

270, 647–654

124 Birkenmeier, E. H., Gwynn, B., Howard, S., Jerry, J., Gordon, J. L., Landschulz,

W. H. and McKnight, S. L. (1989) Genes Dev. 3, 1146–1156

125 Manchado, C., Yubero, P., Vinas, O., Iglesias, R., Villarroya, F., Mampel, T. and

Giralt, M. (1994) Biochem. J. 302, 695–700

126 Williams, S. C., Cantwell, C. and Johnson, P. F. (1991) Genes Dev. 5, 1553–1567

127 Wang, N. D., Finegold, M. J., Bradley, A., Ou, C. N., Abdelsayed, S. V., Wilde,

M. D., Taylor, L. R., Wilson, D. R. and Darlington, G. J. (1995) Science 269,
1108–1112

128 Hann, S. R., King, M. W., Bentley, D. L., Anderson, C. W. and Eisenman, N. (1988)

Cell 52, 185–195

129 Hann, S. R., Sloan-Brown, K. and Spotts, G. D. (1992) Genes Dev. 6, 1229–1240

130 Tahara, S. M., Dietlin, T. A., Dever, T. E., Merrick, W. C. and Worrilow, L. M. (1991)

J. Biol. Chem. 266, 3594–3601

131 Zimmer, A., Zimmer, A. M. and Reynolds, K (1994) J. Cell Biol. 127, 1111–1119

132 Hann, R. R. (1994) Biochimie 76, 880–886

133 Falvey, E., Fleury-Olela, F. and Schibler, U. (1995) EMBO J. 14, 4307–4317

134 Delmas, V., Laoide, B. M., Masquilier, D., Groot, R. P., Foulkes, N. S. and Sassone-

Corsi, P. (1992) Proc. Natl. Acad. Sci. U.S.A. 89, 4226–4230

135 Kozak, M. (1991) J. Cell. Biol. 115, 887–903

136 Claret, F.-X., Chapel, S., Garce! s, J., Tsai-Pflugfelder, M., Bertholet, C., Shapiro, D. J.,

Wittek, R. and Wahli, W. J. Biol. Chem. 269, 14047–14055

137 Geballe, A. P. and Morris, D. R. (1994) Trends Biochem. Sci. 19, 159–164

138 Hentze, M. W. (1995) Curr. Opin. Cell Biol. 7, 393–398

139 Hunter, T and Karin, M. (1992) Cell 70, 375–387

140 Hill, C. S. and Treisman, R. (1995) Cell 80, 199–211

141 Moll, T., Tebb, G., Syrana, U., Robitsch, H. and Namyth, K. (1991) Cell 66,
743–758

142 Jans, D. A., Moll., T., Nasmyth, K. and Jans, P. (1995) J. Biol. Chem. 270,
17064–17067

143 Nolan, G. P. and Baltimore, D. (1992) Curr. Opin. Genet. Dev. 2, 211–220

144 Blank, V., Kourilsky, P. and Israe$ l, A. (1992) Trends Genet. 17, 135–140

145 Beg, A. A. and Baldwin, A. S. (1993) Genes Dev. 7, 2064–2070

146 Baeurle, P. A. and Baltimore, D. (1988) Science 242, 540–546

147 Inoue, J.-I., Kerr, L. D., Rashid, D., Davis, N., Bose, Jr, H. R. and Verma, I. M.

(1992) Proc. Natl. Acad. Sci. U.S.A. 89, 4333–4337

148 Bork, P. (1993) Proteins 17, 363–374

149 Ghosh, S. and Baltimore, D. (1990) Nature (London) 344, 678–682

150 Henkel, T., Machleidt, T., Alkalay, I., Kronke, M., Ben-Neriah, Y. and Baeuerle, P. A.

(1993) Nature (London) 365, 182–185

151 Beg, A. A., Finco, T. S., Nantermet, P. V. and Baldwin, Jr., A. S. (1993) Mol. Cell.

Biol. 13, 3301–3310

152 Palombella, V. J., Rando, O. J., Goldberg, A. L. and Maniatis, T. (1994) Cell 78,
773–785

153 Chen, Z., Hagler, J., Palombella, V. J., Melandri, F., Scherer, D., Ballard, D. and

Maniatis, T (1995) Genes Dev. 9, 1586–1597

154 Boyle, W. J., Smeal, T., Defize, L. H., Angel, P., Woodgett, J. R., Karin, M. and

Hunter, T. (1991) Cell 64, 573–584

155 Lin, A., Frost, J., Deng, T., Smeal, T., Al-Alawi, N., Kikkawa, U., Hunter, T., Brenner,

D. and Karin, M. (1992) Cell 70, 777–789

156 Berberich, S. J. and Cole, M. D. (1992) Genes Dev. 6, 166–176

157 Kapiloff, M. S., Farkash, Y., Wegner, M. and Rosenfeld, M. G. (1991) Science 253,
786–789

158 Janknecht, R., Hipskind, R. A., Houthaeve, T., Nordheim, A. and Stunnenberg, H. G.

(1992) EMBO J. 11, 1045–1054

159 Alvarez, E., Northwood, I. C., Gonzalez, F. A., Latour, D. A., Seth, A., Abate, C.,

Curran, T. and Davis, R. J. (1991) J. Biol. Chem. 266, 15277–15285

160 Bine! truy, B., Smeal, T. and Karin, M. (1991) Nature (London) 351, 122–127

161 Pulverer, B. J., Kyriakis, J. M., Avruch, J., Nikolakaki, E. and Woodgett, J. R. (1991)

Nature (London) 353, 670–674

162 Smeal, T., Bine! truy, B., Mercola, D., Birrer, M. and Karin, M. (1991) Nature

(London) 354, 494–496

163 Hibi, M., Lin, A., Smeal, T., Minden, A. and Karin, M. (1993) Genes Dev. 7,
2135–2148

164 Minden, A., Lin, A., Smeal, T., Derijard, B., Cobb, M., Davis, R. and Karin, M.

(1994) Mol. Cell Biol. 14, 6683–6688

165 Kyriakis, J. M., Banerjee, P., Nikolakaki, E., Dai, T., Rubie, E. A., Ahmad, M. F.,

Avruch, J. and Woodgett, J. R. (1994) Nature (London) 369, 156–160

166 Nakajima, T., Kinoshita, S., Sasagawa, T., Sasaki, K., Naruto, M., Kishimoto, T. and

Akira, S. (1993) Proc. Natl. Acad. Sci. U.S.A. 90, 2207–2211

167 Kowentz-Leutz, E., Twamley, G., Ansieau, S. and Leutz, A. (1994) Genes Dev. 8,
2781–2791

168 Williams, S. C., Baer, M., Dillner, A. J. and Johnson, P. F. (1995) EMBO J. 14,
3170–3183

169 Wegner, M., Cao, Z. and Rosenfeld, M. G. (1992) Science 256, 370–373

170 Mahony, C. W., Shuman, J., McKnight, S. L., Chen, H.-C. and Huang, K.-P. (1992)

J. Biol. Chem. 267, 19396–19403

171 Wahli, W. and Martinez, E. (1991) FASEB J. 5, 2243–2249

172 Glass, C. K. (1994) Endocr. Rev. 15, 391–407

173 Beato. M., Herrlich, P. and Schu$ tz, G. (1995) Cell 83, 851–857

174 Kastner, P., Mark, M. and Chambon, P. (1995) Cell 83, 859–869

175 Mangelsdorf, D. J., Thummel, C., Beato, M., Herrlich, P., Schu$ tz, G., Umesono, K.,

Blumberg, B., Kastner, P., Mark, M., Chambon, P. and Evans, R. M. (1995) Cell 83,
835–839

176 Mangelsdorf, D. J. and Evans, R. M. (1995) Cell 83, 841–850

177 Thummel, C. S. (1995) Cell 83, 871–877

178 Gronemeyer, G. and Miras, D. (1995) Nature (London) 375, 190–191

179 Leblanc, B. P. and Stunnenberg, H. G. (1995) Genes Dev. 9, 1811–1816

180 Tora, L., White, J., Bron, C., Tasset, D., Webster, N., Scheer, E. and Chambon, P.

(1989) Cell 59, 477–487

181 Hard, T., Kellenbach, E., Boelens, R., Maler, B. A., Dahlman, K., Freedman, L. P.,

Carlstedt-Duke, J., Yamamoto, K. R., Gustafsson, J. A. and Kaptein, R. (1990)

Science 266, 3107–3112

182 Schwabe, J. W., Neuhaus, D. and Rhodes, D. (1990 Nature (London) 348,
458–461

183 Luisi, B. F., Xu, W. X., Otwinowski, Z., Freedman,L. P., Yamamoto, K. R. and Sigler,

P. B. (1991) Nature (London) 352, 497–505

184 Knegtel, R. M., Katahira, M., Schilthuis, J. G., Bovin, A. M., Boelens, R., Eib, D.,

van der Saag, P. T. and Kaptein, R. (1993) J. Biomol. NMR 3, 1–17

185 Lee, M. S., Kliewer, S. A., Provencal, J., Wright, P. E. and Evans, R. M. (1993)

Science 260, 1117–1121

186 Rastinejad, F., Perlmann, T., Evans, R. M. and Sigler, P. B. (1995) Nature (London)

375, 203–211



342 C. F. Calkhoven and G. AB

187 Harding, H. P. and Lazar, M. A. (1993) Mol. Cell. Biol. 13, 3113–3121

188 Lala, D. S., Rice, D. A. and Parker, K. L. (1992) Mol Endocrinol. 6, 1249–1258

189 Wilson, T. E., Fahrner, T. J. and Milbrandt, J. (1993) Mol. Cell. Biol. 13,
5794–5804

190 McBroom, L. B. D., Flock, G. and Gigue' re, V. (1995) Mol. Cell. Biol. 15, 796–808

191 Pratt, W. B. (1993) J. Biol. Chem. 268, 21455–21458

192 Martinez, E., Givel, F. and Wahli, W. (1987) EMBO J. 6, 3719–3727

193 Klock, G., Strahle, U. and Schutz, G. (1987) Nature (London) 329, 734–736

194 Picard, D., Dhursheed, B., Garabedian, M. J., Fortin, M. G., Lindquist, S. and

Yamamoto, K. R. (1990) Nature (London) 348, 16–168

195 Bohen, S. P., Kralli, A. and Yamamoto, K. R. (1995) Science 268, 1303–1304

196 Cavaille' s, V., Cauvois, S., L’Horset, F., Lopez, G., Hoare, S., Kushner, P. J. and

Parker, M. G. (1995) EMBO J. 14, 3741–3751

197 Halachmi, S., Marden, E., Martin, G., MacKay, H., Abbondanza, C. and Brown, M.

(1994) Science 264, 1455–1458

198 Le Douarin, B., Zechel, C., Garnier, J. M., Lutz, Y., Tora, L., Pierrat, B., Heery, D.,

Gronemeyer, H., Chambon, P. and Losson, R. (1995) EMBO J. 14, 2020–2033

199 Lee, J. W., Ryan, F., Swaffield, J. C., Johnston, S. A. and Moore, D. D. (1995)

Nature (London) 374, 91–94

200 vom Baur, E., Zechel, C., Heery, D., Heine, M., Garnier, J. M., Vivat, V., Le Douarin,

B., Gronemeyer, H., Chambon, P. and Losson, R. (1995) EMBO J. 15, 110–124

201 On4 ate, S. A., Tsai, S. Y., Tsai, M.-J. and O ’Malley, B. W. (1995) Science 270,
1354–1357

202 Dalman, F. C., Koenig, R. J., Perdew, G. H., Massa, E. and Pratt, W. B. (1990) J.

Biol. Chem. 265, 3615–3618

203 Dalman, F. C., Sturzenbecker, L. J., Levin, A. A., Lucas, D. A., Perdew, G. H.,

Petkovitch, M., Chambon, P., Grippo, J. F. and Pratt, W. B. (1991) Biochemistry 30,
5605–5608

204 Na$ a$ r, A. M., Boutin, J. M., Lipkin, S. M., Yu, V. C., Holloway, J. M., Glass, C. K.

and Rosenfeld, M. G. (1991) Cell 65, 1267–1279

205 Umesono, K., Murakami, K. K., Thompson, C. C. and Evans, R. M. (1991) Cell 65,
1255–1266

206 Yu, V. C., Delsert, C., Andersen, B., Holloway, J. M., Devary, O. M., Na$ a$ r, A. M.,

Kim, S. Y., Boutin, J.-M., Glass, C. K. and Rosenfeld, M. G. (1991) Cell 67,
1251–1266

207 Brugge, T. H., Pohl, J., Lonnoy, O. and Stunnenberg, H. G. (1992) EMBO J. 11,
1409–1418

208 Kliewer, S. A., Umesono, K., Noonan, D. J., Heyman, R. A. and Evans, R. M. (1992)

Nature (London) 358, 771–774

209 Leid, M., Kastner, P., Lyons, R., Nakshatri, H., Saunders, M., Zacharewski, T., Chen,

J.-T., Staub, A., Garnier, J.-M., Mader, S. and Chambon, P. (1992) Cell 68,
377–395

210 Marks, M. S., Hallenbeck, P. L., Nagata, T., Segars, J. H., Apella, E., Nikodem,

V. M. and Ozato, K. (1992) EMBO J. 11, 1419–1435

211 Zhang, X. K., Hoffmann, B., Tran, P. B., Graupner, G. and Pfahl, M. (1992) Nature

(London), 355, 441–446

212 Isseman, I., Prince, R. A., Tugwood, J. D. and Green, S. (1993) J. Mol. Endocrinol.

11, 37–47

213 Bourguet, W., Ruff, M., Chambon, P., Gronemeyer, H. and Miras, D. (1995) Nature

(London) 375, 377–382

214 Renaud, J.-P., Rochel, N., Ruff, M., Vivat, V., Chambon, P., Gronemeyer, H. and

Moras, D. (1995) Nature (London) 378, 681–689

215 Wagner, R. L., Apriletti, J. W., McGrath, M. E., West, B. L., Baxter, J. D. and

Fletterick, R. J. (1995) Nature (London) 378, 690–697

216 Forman, B. M., Umesono, K., Chen, J. and Evans, R. M. (1995) Cell 81, 541–550

217 Damm, K., Thompson, C. C. and Evans, R. M. (1989) Nature (London) 339,
593–597

218 Baniahmad, A., Ko$ hne, A. C. and Renkawitz, R. (1992) EMBO J. 11, 1015–1023

219 Baniahmad, A, Leng, X., Burris, T. P., Tsai, S. Y., Tsai, M. J. and O’Malley, B. W.

(1995) Mol. Cell. Biol. 15, 76–86

220 Casanova, J., Helmer, E., Selmi-Ruby, S., Qi, J. S., Au-Flieger, M., Desai-Yajnik, V.,

Koudinova, N., Yarm, F., Raaka, B. M. and Samuels, H. H. (1994) Mol. Cell. Biol.

14, 5756–5765

221 Chen, J. D. and Evans, R. M. (1995) Nature (London) 377, 454–457

222 Forman, B. M., Goode, E., Chen, J., Oro, A. E., Bradley, D. J., Perlmann, T., Noonan,

D. J., Burka, L. T., McMorris, T., Lamph, W. W., Evans, R. M. and Weinberger, C.

(1995) Cell 81, 686–687

223 Ho$ rlein, A. J., Na$ a$ r, A. M., Heinzel, T., Torchia, J., Gloss, B., Kurokawa, R., Ryan,

A., Kamei, Y., So$ derstro$ m, M., Glass, C. K. and Rosenfeld, M. G. (1995) Nature

(London) 377, 397–404

224 Kurokawa, R., So$ derstro$ m, M., Ho$ rlein, A., Halachmi, S., Brown, M., Rosenfeld,

M. G. and Glass, C. K. (1995) Nature (London) 377, 451–454

225 Perlmann, T. and Vennstro$ m, B. (1995) Nature (London) 377, 387–388

226 Kurokowa, R., DiRenzo, J., Boehm, M., Sugarman, J., Gloss, B., Rosenfeld, M. G.,

Heyman, R. A. and Glass, C. K. (1994) Nature (London) 371, 528–531

227 Landschulz, W. H., Johnson, P. F. and McKnight, S. L. (1988) Science 240,
1759–1763

228 Kouzarides, T. and Ziff, E. (1989) Nature (London) 340, 568–571

229 Vinson., C. R., Sigler, P. B. and McKnight, S. L. (1989) Science 246, 911–916

230 O’Shea, E. K., Klemm, J. D., Kim, P. S. and Alber, T. (1991) Science 254, 539–544

231 Alber, T. (1992) Curr. Opin. Genet. Dev. 2, 205–210

232 Ellenberger, T. E., Brandl, C. J., Struhl, K. and Harrison, S. C. (1992) Cell 71,
1223–1237

233 Busch, S. L. and Sassone-Corsi, P. (1990) Trends Genet. 6, 36–40

234 Ron, D. and Habener, J. F. (1992) Genes Dev. 6, 439–453

235 Fornace, A. J., Neibert, D. W., Hollander, M. C., Luethy, J. D., Papathanasiou, M.,

Fragoli, J. and Holbrook, N. J. (1989) Mol. Cell. Biol. 9, 4196–4203

236 Luethy, J. D. and Holbrook, N. J. (1992) Cancer Res. 52, 5–10

237 Price, B. and Calderwood, S. (1992) Cancer Res. 52, 3814–3817

238 Batchvarova, N., Wang, X.-Z. and Ron, D. (1995) EMBO J. 14, 4654–4661

239 Swillens, S. and Pirson, I. (1994) Biochem. J. 301, 9–12

240 Poli, V., Mancini, F. P. and Cortese, R. (1990) Cell 63, 643–653

241 Nolan, G. P. (1994) Cell 77, 795–798

242 LeClair, K. P., Blanar, M. A. and Sharp, P. A. (1992) Proc. Natl. Acad. Sci. U.S.A.

89, 8145–8149

243 Stein, B., Cogswell, P. C. and Baldwin, Jr., A. S. (1993) Mol. Cell. Biol. 13,
3964–3974

244 Diehl, J. A. and Hannink, M. (1994) Mol. Cell. Biol. 14, 6635–6646

245 Jain, J., McCaffrey, P. G., Valge-Archer, V. E. and Rao, A. (1992) Nature (London)

356, 801–804

246 Jain, J., Miner, Z. and Rao, A. (1993) J. Immunol. 151, 837–848

247 Diamond, M. I., Miner, J. N., Yoshinaga, S. K. and Yamamoto, K. R. (1990) Science

249, 1266–1272

248 Bengal, E., Ransone, L., Scharfmann, R., Dwarki, V. J., Tapscott, S. J., Weintraub, H.

and Verma, I. M. (1992) Cell 68, 507–519

249 Li, L., Chambard, J.-C., Karin, M. and Olson, E. N. (1992) Genes Dev. 6, 676–689

250 Brindle, P. K. and Montminy, M. R. (1992) Curr. Opin. Genet. Dev. 2, 199–204

251 Chrivia, J. C., Kwok, R. P., Lamb, N., Hagiwara, M., Montminy, M. R. and Goodman,

R. H. (1993) Nature (London) 365, 855–859

252 Arias, J., Alberts, A. S., Brindle, P., Claret, F. X., Smeal, T., Karin, M., Feramisco, F.

and Montminy, M. (1994) Nature (London) 370, 226–229

253 Kwok, R. P. S., Lundblad, J. R., Chrivia, J. C., Richards, J. P., Ba$ chinger, H. P.,

Brennan, R. G., Roberts, S. G. E., Green, M. R. and Goodman, R. H. (1994) Nature

(London) 370, 223–226

254 Nordheim, A. (1994) Nature (London) 370, 177–178

255 Wagner, S. and Green, M. R. (1993) Nature (London) 262, 395–399

256 Baranger, A. M., Palmer, C. R., Hamm, M. K., Giebler, H. A., Brauweiler, A., Nyborg,

J. K. and Schepartz, A. (1995) Nature (London) 376, 606–608

257 Perini, G., Wagner, S. and Green, M. R. (1995) Nature (London) 376, 602–605

258 Mendel, D. B., Khavari, P. A., Conley, P. B., Graves, M. K., Hansen, L. P., Admon,

A. and Crabtree, G. R. (1991) Science 254, 1762–1767

259 Citron, B. A., Davis, M. D., Milstien, S., Gutierrez, J., Mendel, D. B., Crabtree, G. R.

and Kaufman, S. (1992) Proc. Natl. Acad. Sci. U.S.A. 89, 11891–11894

260 Hansen, L. P. and Crabtree, G. R. (1993) Curr. Opin. Genet. Dev. 3, 246–253

261 Ficner, R., Sauer, U. H., Stier, G. and Suck, D. (1995) EMBO J. 14, 2034–2042

262 Tsai, M.-J. and O’Malley, B. W. (1994) Annu. Rev. Biochem. 63, 451–486

263 Moudgil, V. K. (1990) Biochim. Biophys. Acta 1055, 243–258

264 He, J. and Furmanski, P. (1995) Nature (London) 373, 721–724

265 Abate, C., Patel, L., Rauscher, III, F. J. and Curran, T. (1990) Science 249,
1157–1161

266 Bandyopadhyay, S. and Gronostajski, R. M. (1994) J. Biol. Chem. 269,
29949–29955

267 Arnone, M. I., Zannini, M. and Di Lauro, R. (1995) J. Biol. Chem. 270,
12048–12055

268 Ihle, J. N. and Kerr, I. M. (1995) Trends Genet. 11, 69–74

269 Kerszberg, M. and Changeux, J.-P. (1994) Proc. Natl. Acad. Sci. U.S.A. 91,
5823–5827


