Oscillatory brain states and learning: Impact of
hippocampal theta-contingent training
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Eyeblink classical conditioning is a relatively simple form of asso-
ciative learning that has become an invaluable tool in our under-
standing of the neural mechanisms of learning. When studying
rabbits in this paradigm, we observed a dramatic modification of
learning rate by conducting training during episodes of either
hippocampal theta or hippocampal non-theta activity as deter-
mined by on-line slow-wave spectral analysis. Specifically, if ani-
mals were given trials only when a computer analysis verified a
predominance of slow-wave oscillations at theta frequencies (3-8
Hz), they learned in half as many trials as animals trained during
non-theta hippocampal activity (58 vs. 115). This finding provides
important evidence from awake, behaving animals that supports
recent advances in our knowledge of (i) brain sites and neurobi-
ological mechanisms of learning and memory, specifically hip-
pocampus and theta oscillations, (ii) the biological plausibility of
current models of hippocampal function that posit important roles
for oscillatory potentials, and (iii) the design of interfaces between
biological and cybernetic (electronic) systems that can optimize
cognitive processes and performance.

lassical conditioning of the rabbit’s nictitating membrane/

eyeblink response has become a successful model system for
investigating the neural substrates of associative learning. Eye-
blink conditioning is a highly controlled and well-characterized
paradigm that has been adapted for use in a variety of species
(e.g., mice, rats, ferrets, rabbits, cats, monkeys, and humans).
Striking parallels have emerged among species in terms of both
behavioral learning and the neural mechanisms involved, mak-
ing data obtained with animals generalizable to humans and vice
versa. For example, lesion and elecrophysiological experiments
have revealed major contributions from the hippocampus and
cerebellum during learning and performance of this task (see
refs. 1-3). To summarize, the cerebellum apparently contains the
critical neural circuitry required for learning the basic associa-
tion between the conditioned stimulus and unconditioned stim-
ulus (US; refs. 4-6), and the hippocampus plays an important
modulatory role (7-10; although the hippocampus becomes
essential as the task demands are increased, 11-14).

The basic paradigm involves presenting a neutral conditioned
stimulus (tone or light) followed 250 ms later by a noxious US
(corneal air puff or peri-orbital shock). Initially, the organism
produces only a reflexive unconditioned response (eyeblink) to
the US. However, after repeated pairings of the conditioned
stimulus and US, the conditioned stimulus begins to elicit
anticipatory, conditioned responses (CRs), similar to the re-
sponse originally produced only by the US.

We have reported a strikingly predictive relationship between
the state of hippocampal slow waves and the rate of eyeblink
conditioning in the rabbit (8). Just before the start of a delay-
conditioning procedure, a free-running 2-min sample of slow-
wave activity was recorded. Spectral analysis of these samples
revealed that rabbits exhibiting a large proportion of slow-wave
frequencies in the theta range (2-8 Hz) learned at a faster rate
than those that had higher frequencies (8-22 Hz). The corre-
lation between a ratio index of hippocampal frequencies (8-22
Hz/2-8 Hz) and trials to criterion was 0.72. These findings
indicate that an important determinant of eyeblink acquisition
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rate is a preexisting brain state that can be assessed by differ-
ences in hippocampal slow waves. Accompanying these slow-
wave differences were significantly higher levels of conditioning-
related unit activity in animals displaying theta (15).

Consistent with this relationship are data showing that lesions
and drug treatments capable of disrupting the hippocampal
theta rhythm retard acquisition in this task (refs. 16-25; see also
refs. 26-29). For example, medial septal lesions, which disrupt
the pacemaker for the theta rhythm but leave lateral septal
output pathways intact, slow acquisition of the conditioned
response without completely preventing it. Pharmacological
blockade of cholinergic systems, known to disrupt the low-
frequency theta rhythm, has a similar effect on acquisition rate.

This pattern of results suggests that an optimal “brain state”
exists for eyeblink conditioning that is accurately reflected in
hippocampal slow waves, and, when disrupted, is associated with
impaired acquisition. A more conclusive demonstration, how-
ever, would be the facilitation of learning/memory by direct
modification of such brain states, thereby yielding evidence of
superior or optimal function. A few studies with other behavioral
paradigms have used electrical stimulation of the medial septum
to artificially “drive” or block hippocampal theta activity as a
means of studying its role in learning. In general, theta-driving
stimulation yielded better acquisition and/or retention than
either theta-blocking or no stimulation (30-33). Unfortunately,
this situation is not an ideal one in which to investigate the
functional significance of the endogenous theta rhythm. The
nonphysiological nature of the approach inevitably weakens
conclusions regarding the role of theta in learning and memory
processes in the intact, behaving animal. It would be more
informative if naturalistic approaches (7) were used to elicit
theta or if the animal were given the opportunity to produce this
activity spontaneously with no invasive experimental treatments
(e.g., drugs or electrical stimulation). Therefore, the current
experiment monitored hippocampal activity “on-line” and ini-
tiated individual behavioral training trials contingent on the
explicit presence or absence of theta activity, assessing the role
that naturally occurring theta plays in learning.

Methods

Surgery. Subjects were 10 (3—6 months old) experimentally naive
New Zealand White rabbits (Oryctolagus cuniculus). Stainless
steel microelectrodes (size 00 insect pins insulated with Epoxy-
lite except for 50-70 wm at the tip) were implanted in stratum
oriens or pyramidale of CAl in the dorsal hippocampus accord-
ing to stereotaxic coordinates (4.5 mm posterior to bregma, 5.5
mm lateral to the midline, and ~3.0 mm ventral to dura) as well

Abbreviations: US, unconditioned stimulus; CR, conditioned response; ITl, intertrial
interval.
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as by monitoring the characteristic pattern of neural activity
from the electrode tip during penetration.

Training. A 1-kHz, 80-dB tone was presented for 350 ms and
coterminated with a 3-psi, 100-ms corneal air puff (250-ms
interstimulus interval). Daily sessions lasted 1 h and 45 min with
a minimum intertrial interval (ITI) of 30 s. Animals were trained
to a behavioral criterion of 8 CRs in any nine consecutive trials
and for a minimum of 3 days. A CR was defined as at least
0.5-mm movement of the nictitating membrane occurring after
tone onset but before air onset. Slow-wave activity from the
electrode tip was filtered (25-Hz low pass) and digitized at 100
Hz by a PowerMac 7100 with a National Instruments I/O board
(Lab-NB). LABVIEW software (National Instruments, Austin,
TX) sampled slow-wave data in 640-ms segments, performed a
fast Fourier transform, and computed a power spectrum. A
“theta index” reflecting proportional power in the theta range
was calculated from the output of the power spectrum (3.5-8.5
Hz activity in the numerator and 0.5-3.5 Hz and 8.5-22 Hz
activity in the denominator). To assess theta continuity, a sliding
window continued to sample the incoming slow wave in 160-ms
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Representative slow waves that met either the theta or the non-theta criterion for delivery of a training trial (4, theta; B, non-theta). Each trace is 800-ms

increments and recalculated the ratio (480 ms previous data and
160 ms new data). One group of rabbits (T+; n = 5) was given
trials when this ratio exceeded 1.0 for two consecutive repetitions
(total, 800 ms) and another group (T—; n = 5) was given trials
only when this ratio fell below 0.3 for two consecutive repeti-
tions. The upper and lower values were determined empirically
during pilot testing to reflect clear theta (or its absence) and to
allow trials to occur at reasonable intertrial intervals.

Because the ITI and number of training trials per day were
free to vary (i.e., they were determined by experimental rabbits’
slow waves), it was possible that the two groups would differ on
these two variables. Both have affected acquisition rates in
nictitating membrane/eyeblink conditioning (34-36). There-
fore, to rule out the possibility of these two factors contributing
to any observed learning rate differences between the experi-
mental groups, two groups of yoked control animals were run
(n = 5 per group). One was matched to the T+ group, averaging
60 trials per day and an I'TI of 110 s; the other replicated the ITIs
(mean = 41 s) and trials per day (mean = 140) of the T— group.
The slow-wave state of these subjects at the moment each trial
started was not assessed, so these groups served as controls for
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Fig. 2. Mean trials to criterion. Error bars indicate 1 SEM. *, Theta rabbits
took significantly fewer trials to reach criterion than non-theta rabbits did (P <
0.05, n = 5 for each group).

training variables (ITI and number of trials per day), irrespective
of brain-wave activity.

Histology. At the conclusion of training, animals were given an
overdose of sodium pentobarbital. A small marking lesion was
made at the tip of each electrode by passing a DC current (200
A for 10 s, Grass Stimulator model SD-9) through the elec-
trode. Animals were perfused intracardially with 0.9% saline
followed by a 10% formalin solution. Brains were fixed in a
solution of formalin for at least 1 week before being placed in a
20%-ethanol solution for 48 h. Frozen coronal sections were
taken at 56-um intervals and embedded on gelatin-coated slides.
A Prussian blue stain was used to mark the displaced iron from
the electrode tip. A safranin counterstain was used to mark cell
bodies. Electrode location was verified by examination with a
compound microscope (magnification X 10, Nikon), and it was
confirmed that all electrode placements were in either stratum
oriens or stratum pyramidale of CA1l.

Results

Fig. 1 shows representative traces of slow-wave activity that met
the triggering criteria during training for the two groups. One
can clearly see the rhythmic character of the theta samples,
whereas the non-theta traces are clearly non-rhythmic with
mixed frequencies and are consistent with what others have
described as large-amplitude irregular activity.

Our behavioral results revealed that triggering individual
training trials on specific patterns of hippocampal activity had a
dramatic impact on learning. Specifically, rabbits that received
trials only when exhibiting hippocampal theta (T+) required half
as many trials (58 vs. 115) to reach the learning criterion as
animals receiving trials when explicitly not exhibiting theta (T—),
F(1,8) = 7.88, P = 0.02 (Fig. 2). Analysis of pretraining baseline
samples of hippocampal slow waves showed no differences in the
prevalence of theta that could account, as in the Berry and
Thompson (1978) study, for group differences in behavioral
acquisition [#(8) = 0.63, P = 0.50]. An additional measure of
acquisition and performance in this task, percent CRs, showed
that T+ rabbits were highly consistent and gave a significantly
larger percentage of CRs than did T— rabbits during the course
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Fig. 3. Percent CRs in five trial blocks across days of training. Rabbits in the

theta condition gave a significantly larger percentage of CRs than rabbits in
the non-theta condition (P < 0.01, n = 5 for each group). Error bars indicate
1 SEM.

of training [F(1,8) = 11.73, P = 0.009 (Fig. 3)]. A closer
examination revealed that the theta-related differences emerged
very early in training and were significant on day 1 [F(1,8) = 5.52,
P =0.047 (Fig. 4)], aresult consistent with other data implicating
the hippocampus in the earliest stages of acquisition (7, 8, 16,
25-27, 37-40). The groups of behavioral control animals that
were assigned trials per day and ITIs matching those of the
experimental groups did not differ in learning rate from each
other [F(1,8) = 0.01, P = 0.92], indicating that the difference
observed between T+ and T— groups was a result of the
experimental manipulation (i.e., triggering trials on theta or
non-theta states). In addition, as expected, their learning rates
were intermediate (between T+ and T— groups) and somewhat
variable. Finally, the presence of theta seemed to have its
facilitatory effect early in training, as evidenced by a significant
effect of block for the eight blocks of day 1 in the T+ group [F(7,
28) = 2.71, P = 0.03] that was not observed in the T+ yoked
controls or in the first eight blocks for T— and T— yoked
controls.

Discussion

These findings demonstrate the existence of an important func-
tional relationship between spontaneous or naturally occurring
slow-wave activity in the hippocampus and concurrent behav-
ioral learning. Unlike prior correlational studies (7, 8), theta-
triggered training allowed slow waves to be used as the inde-
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Fig.4. Percent CRsin five trial blocks on day 1. Rabbits in the theta condition

gave a significantly larger percentage of CRs than rabbits in the non-theta
condition (P < 0.05, n = 5 for each group). Error bars indicate 1 SEM.

Seager et al.



pendent variable, producing group differences in learning rate
depending on the state of the hippocampus. Specifically, the
presence of theta seems to be beneficial, and its absence
detrimental, to the rate of acquisition of eyeblink conditioning.
As discussed next, this relationship seems to hold whether the
difference is produced by theta disruption or by theta enhance-
ment with artificial or naturalistic treatments.

Previous work has shown that manipulations capable of
disrupting hippocampal theta (e.g., medial septal lesions and
cholinergic antagonists) have a deleterious effect on acquisition
of this task (16-25). Animals are capable of learning the task,
albeit at a slower rate (but see ref. 18), which suggests that the
hippocampus may serve to modulate plasticity in critical circuits
elsewhere (e.g., cerebellum). A complementary approach in-
volving inducing or enhancing hippocampal theta activity has
further supported this connection. Research with this paradigm
has shown that manipulations that promote theta activity (e.g.,
water deprivation) produce enhanced hippocampal unit re-
sponses and faster rates of acquisition (7). Although not re-
corded here, increased pyramidal cell responsiveness has been
documented for the nictitating membrane/eyeblink paradigm in
animals showing high levels of theta activity (7, 15). Specifically,
in the original study reporting a strong relationship between
theta and subsequent learning rate (8), unit responses were
monitored in the pyramidal cell layer of CA1, revealing signif-
icantly larger conditioned unit responses in animals displaying
greater theta activity (15). Studies using rats in other behavioral
learning paradigms have also shown relationships between theta
and evoked neural activity, including conditioned unit responses
(41) and place cell firing (42, 43).

Electrical stimulation studies have also shown beneficial
effects of artificial theta driving by means of chronic macro-
electrodes in the septal nuclei on behavioral acquisition and
retention in various tasks (30-33), generalizing the theta-
learning relationship to other species and to paradigms other
than classical conditioning. At the basic, cellular neurophysi-
ological level, studies have shown that high-frequency stimu-
lation given in bursts at theta frequency produces much faster,
larger amplitude, and more persistent long-term potentiation
(44-47). Strong functional relationships have also been dem-
onstrated between and among water deprivation, theta, long-
term potentiation, and behavioral learning during contextual
fear conditioning in rats (48). Although there is debate on
whether long-term potentiation is the neural substrate or
mechanism of behavioral learning/memory, these studies
strongly suggest a beneficial impact on hippocampal and
behavioral plasticity of phasic stimuli tied to hippocampal
theta oscillations.

Computational and connectionist models of the hippocampal
role in memory have posited an important role for oscillatory
potentials (e.g., theta and gamma; refs. 49-53). In general, theta
periodicities are thought to produce (or result from) neurobio-
logical processes that play a strong, facilitatory role in neural and
behavioral plasticity. Our findings provide necessary empirical
support at the behavioral level for such a role for hippocampal
theta. Under the training conditions in the current study, theta
would optimize hippocampal processing of incoming condi-
tioned stimulus, US, and perhaps contextual information by
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increasing pyramidal cell responsiveness to the conditioning
stimuli and by enhancing plasticity in hippocampal circuits,
ultimately resulting in faster behavioral acquisition. Moreover,
the physiological impact of requiring trials to occur during theta
makes the obtained behavioral results quite consistent with what
has been predicted by some models of septohippocampal mod-
ulation of learning (51, 53). Thus, current and prior neurophys-
iological findings lend support to models that would predict the
presence of theta during each trial in the present study should
have beneficial effects on behavioral learning, perhaps by means
of hippocampal modulation of activity in other areas (e.g.,
cerebellum) known to be essential for elaboration of an adaptive
conditioned response (50, 54). The productive exchange of
predictions and empirical data between developers of connec-
tionist/computational models and laboratories studying the
hippocampus and eyeblink conditioning can greatly accelerate
our understanding of the neurobiology of learning and memory.

Our findings have potentially important applications to rapidly
developing areas of cognitive neuroscience. Comprehensive
theories of brain function (especially those explaining learning
and memory) must continue to incorporate the significance of
oscillatory potentials such as hippocampal theta and gamma
(49-53) and the cortical gamma that has been related to
perceptual binding and use-dependent plasticity (55). Our re-
sults demonstrate that it is possible to index optimal levels of
such activity in a behaviorally significant manner. Future re-
search can evaluate the relationship of our hippocampal theta
index to processes such as arousal, attention, motivation, etc. that
modulate memory formation and behavioral performance. The
data reported here may be useful in elucidating the physiological
and/or behavioral functions of neurobiological oscillations and
ultimately lead to a better understanding of the neural mecha-
nisms of learning and memory. In addition, given the connection
between cholinergic mechanisms (of which 3- to 8-Hz hippocam-
pal theta is one) and the memory impairments associated with
normal aging and Alzheimer’s disease, it seems plausible that a
neurophysiological triggering approach similar to ours could
have some diagnostic potential or ameliorative benefit for these
populations. Existing noninvasive methods for recording human
hippocampal theta (56-58) would allow direct application of our
methods to humans. The conditionability (i.e., voluntary con-
trol) of specific patterns of cortical slow-wave activity in humans
has been documented (59, 60). As demonstrated by our findings,
initiating learning episodes contingent on specific, facilitatory
patterns of brain activity has a dramatic effect on behavioral
learning. Ultimately, it may be possible for teachers and stu-
dents, being made aware of optimal brain states by way of
neurofeedback, to modify and optimize learning experiences
through technologies derived from those reported in the current
study.
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