Biophysical Journal Volume 70 March 1996 1347-1362 1347

Mechanisms of Cardiac Cell Excitation with Premature Monophasic and
Biphasic Field Stimuli: A Model Study

Matthew G. Fishler, Eric A. Sobie, Nitish V. Thakor, and Leslie Tung
The Johns Hopkins University School of Medicine, Department of Biomedical Engineering, Baltimore, Maryland 21205 USA

ABSTRACT The mechanisms by which extracellular electric field stimuli induce the (re)excitation of cardiac cells in various
stages of refractoriness are still not well understood. We modeled the interactions between an isolated cardiac cell and
imposed extracellular electric fields to determine the mechanisms by which relatively low-strength uniform monophasic and
biphasic field stimuli induce premature reexcitations. An idealized ventricular cell was simulated with 11 subcellular mem-
brane patches, each of which obeyed Luo-Rudy (phase 1) kinetics. Implementing a standard S1-S2 pulse protocol,
strength-interval maps of the cellular excitatory responses were generated for rectangular monophasic and symmetric
biphasic field stimuli of 2, 5, 10, and 20 ms total duration. In contrast to previously documented current injection studies, our
results demonstrate that a cardiac cell exhibits a significantly nonmonotonic excitatory response to premature monophasic
and, to a much lesser degree, biphasic field stimuli. Furthermore, for monophasic stimuli at low field strengths, the cell is
exquisitely sensitive to the timing of the shock, demonstrating a classic all-or-none depolarizing response. However, at higher
field strengths this all-or-none sensitivity reverts to a more gradual transition of excitatory responses with respect to stimulus
prematurity. In contrast, biphasic stimuli produce such graded responses at all suprathreshold stimulus strengths. Similar
behaviors are demonstrated at all S2 stimulus durations tested. The generation of depolarizing (sodium) currents is triggered
by one or more of the sharp field gradient changes produced at the stimulus edges—i.e., make, break, and transphasic (for
biphasic stimuli)—with the magnitude of these edge-induced current contributions dependent on both the prematurity and the
strength of the applied field. In all cases, however, depolarizing current arises from the partial removal of sodium inactivation
from at least part of the cell, because of either the natural process of repolarization or a localized acceleration of this process

by the impressed field.

INTRODUCTION

Cardiac cells can be stimulated either via intracellular cur-
rent injection or via an applied extracellular electric field. In
the former method, positive current is injected into the cell
via an intracellularly situated electrode (such as a perforated
patch pipette), uniformly driving the entire cell’s transmem-
brane voltage above its threshold value. In contrast, during
field stimulation, no net current is introduced into the cell;
rather, the cell generates its own depolarizing currents
(Tung and Borderies, 1992; Leon and Roberge, 1993; Kras-
sowska and Neu, 1994). During extracellular field stimula-
tion, a potential gradient is imposed between the anodal and
cathodal electrodes, inducing an associated extracellular
current flow. However, because a cell membrane is rela-
tively nonconducting, very little of this stimulus current
actually flows through the cell. Instead, the inside of the cell
remains essentially isopotential (Knisley et al., 1993; Leon
and Roberge, 1993; Krassowska and Neu, 1994). (Actually,
large deviations from isopotentiality can develop intracel-
lularly during the first few microseconds after the field is
initially switched on or off (Krassowska and Neu, 1994;
Fishler, manuscript submitted for publication). At these
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transitions, the reactive component of the membrane imped-
ance causes the membrane to become essentially transparent
to this high-frequency current flow. However, because this
effect lasts for such a short duration, it has little impact on
the developing membrane dynamics (Krassowska and Neu,
1994).)

Consequently, a spatial variation in transmembrane po-
tential develops along the cell surface, with the cell mem-
brane nearest the anode experiencing the most significant
hyperpolarization and the cell membrane nearest the cath-
ode experiencing the most significant depolarization. In-
deed, several theoretical models (Klee and Plonsey, 1976;
Plonsey and Barr, 1986a; Krassowska et al., 1987; Tung and
Borderies, 1992; Leon and Roberge, 1993; Krassowska and
Neu, 1994) and experimental investigations (Gross et al.,
1986; Windisch et al., 1992; Kanisley et al., 1993) have
supported the expectations of such nonuniform polarization
of cells exposed to an external electric field. Furthermore,
simulations of resting cells incorporating active membrane
dynamics (Tung and Borderies, 1992) have shown that
these oppositely polarized regions can work synergistically
to bring the entire cell to threshold.

Clinically, field stimulation is extremely relevant for de-
fibrillation and cardioversion, in which a large external
shock is delivered across the myocardial volume in an
attempt to extinguish potentially fatal self-sustaining ar-
rhythmias (e.g., fibrillation or tachycardia). Moreover, with
the advent of the implantable cardioverter-defibrillator (Mi-
rowski, 1985), there has been a concerted research effort to
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increase the lifetimes of these devices by improving their
shock efficacy and efficiency. One improvement that has
proved to be quite effective in both experimental and clin-
ical settings is the use of biphasic (BP) stimulating wave-
forms instead of the more traditional monophasic (MP)
waveforms (Schuder et al., 1983; Fain et al., 1989; Flaker et
al., 1989; Tang et al., 1989; Winkle et al., 1989; Wharton et
al., 1990). Yet, the mechanisms by which these BP wave-
forms outperform their MP counterparts are still unresolved.
A leading hypothesis, as first suggested by Jones et al.
(1987), proposes that the first phase of a BP waveform acts
as a conditioning prepulse that enhances and/or reestab-
lishes sodium channel activation, reduces the excitation
threshold for the second phase of the waveform, and thus
leads to improved action potential prolongation. However,
their computational investigations of this hypothesis used
only current injection models (Jones and Jones, 1990; Jones
et al., 1994), and thus the extrapolation of those results to
the more clinically relevant case of field stimulation re-
mains in question. Indeed, only recently have such compu-
tational studies of the field stimulation of cardiac cells been
published (Tung and Borderies, 1992; Leon and Roberge,
1993; Krassowska and Neu, 1994; Fishler et al., 1995). Yet,
none of these studies investigated the mechanisms of field-
induced excitation at different phases of cellular refractori-
ness and at different stimulus strengths. For example, Tung
and Borderies (1992), using a three-patch model of a cardiac
cell, compared the cellular and subcellular current and volt-
age dynamics leading to excitation via current injection and
uniform MP and BP field stimulation, but only for cells at
rest. Leon and Roberge (1993) implemented a 48-patch
model to explore excitation efficacies of premature and
nonuniform field stimuli. And Krassowska and Neu (1994)
used dimensional analysis and singular perturbation theory
to develop a new theoretical approach for the study of such
field stimulation of cells.

In this paper, we use a computational model of an ideal-
ized isolated cardiac cell to study how both stimulus
strength and prematurity influence the underlying mecha-
nisms of field-induced excitation produced by both MP and
BP extracellular field stimuli. The primary objective is to
improve our fundamental understanding of the complex
mechanisms of field stimulation and to add to our under-
standing of how and why BP waveforms may outperform
similar MP shocks. Although this study focuses on single-
cell events, these results may also be applicable to larger
scale events as well (up to some spatial limit) in which
oppositely polarized regions are in close proximity to one
another (e.g., dogbone, sawtooth, etc.).

MATERIALS AND METHODS
Model description

This model simulates the active response of a single isolated cardiac cell,
situated within an otherwise unbounded volume conductor, and subject to
a uniform extracellular electric field stimulus. A detailed description of the
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construction of the model has been published previously (Tung and Bor-
deries, 1992).

For this study, we assume that a cardiac cell can be idealized as a prolate
spheroid with a semimajor-to-semiminor axis ratio of 5:1, and that the
imposed extracellular field is aligned with the cell’s semimajor axis (Fig.
1 A). As such, all induced cellular dynamics are radially symmetric about
the semimajor axis. Thus, this system can be adequately represented by a
finite one-dimensional cable model. Further simplifications are possible by
assuming that the intracellular and extracellular volumes remain spatially
(but independently) isopotential in the absence of any stimulus; that is, any
axial potential drops induced by axial currents are negligible when com-
pared to the associated transmembrane voltages involved. Moreover, we
also assume that no potential gradients develop within the intracellular
volume during an extracellular field stimulus. This latter simplification is
an approximation based on observations made in other theoretical (Klee
and Plonsey, 1976; Leon and Roberge, 1993; Krassowska and Neu, 1994)
and experimental (Knisley et al., 1993) studies which demonstrated that,
because of the insulating nature of the cell membrane, intracellular poten-
tial gradients remain minimal, even during an extracellular field stimulus.
Fig. 1 B illustrates the equivalent lumped membrane model used for these
simulations, in which the cell has been subdivided into 11 discrete isopo-
tential membrane patches (M1 through M11), and the extracellular field
has been incorporated as time-dependent extracellular surface potentials,
V,, interspersed between adjacent extracellular nodes (Tung and Borderies,
1992). As mentioned above, the entire intracellular volume shares a com-
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FIGURE 1 Schematic representations of a single isolated cardiac cell in
a uniform extracellular electric field. (A) The simulated cell is idealized as
a prolate spheroid (a/b = 5) subdivided into 11 discrete isopotential
membrane patches, M1-M11. The surrounding unbounded extracellular
volume supports an imposed uniform electric field, E, oriented parallel to
the long axis of the cell. (B) Equivalent one-dimensional lumped mem-
brane cable representation of cell. The entire intracellular volume is ap-
proximated to be spatially isopotential with potential V;, although the ionic
dynamics of individual membrane patches remain independent. Extracel-
lular potentials, V,[1] through V,[11], also remain distinct so as to be able
to accommodate a field-induced spatial potential gradient along the cell
surface. This gradient is implemented using extracellular boundary poten-
tials, V,, interspersed between adjacent extracellular nodes.
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mon potential, V,. In contrast, the extracellular nodal potentials (V) remain
distinct so as to accommodate a (discrete) field-induced gradient along the
cell surface. Transmembrane voltages are calculated for each patch as
Valkl =V, = V Ikl k=1,2, ..., 11).

Membrane patches independently obey Luo-Rudy (phase 1) kinetics
(Luo and Rudy, 1991), a quantitative model based on recent single-cell and
single-channel experimental data that simulates the transmembrane ionic
dynamics of mammalian cardiac ventricular cells. Temporal changes in V;
(and hence in V) are computed from the weighted sum over all membrane
patches of the associated capacitive and transmembrane ionic currents,
with weights determined by the fractional membrane surface area of each
patch (Tung and Borderies, 1992).

Model implementation

This model was implemented within the Advanced Continuous Simulation
Language (ACSL; Mitchell and Gauthier Associates, Concord, MA) pro-
gramming environment on a Silicon Graphics (Mountain View, CA)
POWER Challenge XL minisupercomputer. Membrane kinetics (Luo and
Rudy, 1991) were computed using a second-order Runge-Kutta-Fehlberg
algorithm with adaptive time stepping, constrained such that relative errors
in the state variables remained less than 107,

The purpose of this study was to examine the mechanisms of cellular
excitation by various premature MP and BP uniform field stimuli. To do
so, we implemented a standard S1-S2 pulse protocol and recorded for
subsequent analysis the induced subcellular temporal changes in elemental
transmembrane potentials and currents as well as sodium activation and
inactivation gating kinetics. The quiescent cell was first excited by a 5-ms,
1.5X threshold, MP field stimulus (S1). Then, after a specified delay, a test
field stimulus (S2) was administered across the cell. We effectively ex-
plored a three-dimensional state space of test stimuli, with variations in S2
wave shape, S2 strength, and S1-S2 coupling interval. S2 wave shapes
were either rectangular MP field or symmetric BP field stimuli of 2, 5, 10,
or 20 ms total duration. Tested S2 strengths ranged from 0.750X to 2.625X
MP diastolic threshold, and S1-S2 coupling intervals, as measured from
the S1 and S2 leading edges, ranged from 280 to 420 ms.

RESULTS

The results that we obtained for S2 stimuli of 2, 5, 10, and
20 ms total duration were qualitatively similar in terms of
both general behavior and underlying mechanisms. There-
fore, we present below detailed results for only the 20-ms
MP and the 10/10-ms BP S2 field stimuli, so chosen for
their long durations, which maximize the separation be-
tween edge-induced stimulus events (see below). A subse-
quent section compares results obtained for all MP and BP
S2 stimuli.

Monophasic field stimulation

Fig. 2 depicts two representative responses of transmem-
brane potentials (V,,,) from each of the 11 subcellular ele-
ments during two separate field stimulation trials. Using
identical 20-ms MP field stimuli at 2X diastolic threshold,
these two trials differed only in the S1-S2 coupling interval
with which the field stimulus (S2) was administered: 340
ms in trial A, and 380 ms in trial B. As expected from
previous works (Klee and Plonsey, 1976; Plonsey and Barr,
1986a; Krassowska et al., 1987; Tung and Borderies, 1992;
Kanisley et al., 1993; Leon and Roberge, 1993; Krassowska
and Neu, 1994), common to both responses is a significant
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FIGURE 2 Representative excitation responses of all 11 subcellular el-
ements, M1-M11, during two separate field stimulation trials. Otherwise
identical 20-ms monophasic stimuli at 2X diastolic threshold were admin-
istered to the cell at S1-S2 coupling intervals of (A) 340 ms and (B) 380
ms. The temporal extent of each S2 stimulus is indicated with a horizontal
bar. Both examples illustrate the significant separation of transmembrane
voltages (V,,) along the cell during (and only during) the S2 stimuli.
Furthermore, although both premature stimuli generate new action poten-
tials, in trial A excitation occurs only on S2 release (break), whereas in trial
B excitation occurs on S2 onset (make).

spatial nonuniformity of membrane polarizations along the
cell length during (and only during) the field stimulus,
producing a spatial gradient of potentials ranging from
marked depolarization in element M1 to marked hyperpo-
larization in M11. Furthermore, both S2 stimuli generate
new action potentials within the cell. However, as discussed
in greater detail below, whereas in trial A the cell fires on
the stimulus release (break), in trial B the cell fires on the
stimulus onset (make).

Fig. 3 presents recordings of average cellular transmem-
brane voltage (V,,,) from several similar trials, where S1-S2
coupling intervals range from 330 to 390 ms (in 10-ms
increments). The plots have been shifted in time so that all
recordings are aligned with respect to the S2 onsets. From
these data, we can clearly group the individual plots into
three distinct behavioral categories according to the result-
ant S2 responses: 1) excitation at stimulus make, where a
new action potential is elicited at the onset of the stimulus;
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FIGURE 3 Overlaid recordings of average transmembrane voltages
(V,) from trials in which premature, 20-ms, 2X diastolic threshold
monophasic S2 stimuli were delivered at S1-S2 coupling intervals of 330
to 390 ms (in 10-ms increments). The plots are cued relative to their S2
onsets (time = 0 ms), with the temporal extent of the coincident S2 stimuli
indicated by a horizontal bar. Three distinct excitation response categories
can be discerned: excitation on S2 onset (make) for trials involving longer
coupling intervals (e.g., 380 and 390 ms), excitation on S2 release (break)
for trials involving shorter coupling intervals (e.g., 330 and 340 ms), and
no S2 excitation for trials at intervening coupling intervals (e.g., 350, 360,
and 370 ms). Note that for trials not inducing make excitation, V,, are
driven toward a field-induced common potential during the S2 stimulus.

2) excitation at stimulus break, where a new action potential
is elicited upon the release of the stimulus; and 3) no
induced excitation. From Fig. 3, make excitation occurs at
relatively long S1-S2 coupling intervals (380 and 390 ms),
and break excitation occurs at relatively short S1-S2 cou-
pling intervals (330 and 340 ms). Most surprisingly, how-
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ever, is that no excitation occurs at the intervening coupling
intervals (350-370 ms).

The monophasic strength-interval map

Fig. 4 A summarizes the cumulative results obtained with
20-ms MP stimuli at many different combinations of stim-
ulus strength and coupling interval. Stimulus strengths are
reported relative to the 20-ms MP diastolic S2 threshold.
Because of the importance of sodium current during mem-
brane depolarization, contour lines are used to indicate the
total inward transmembrane sodium charge movement
(Qna» in nC/cm?) induced by the S2 stimulus. Each point
thus represents the total integration of induced sodium
charge movement during and after an S2 stimulus adminis-
tered at the specified S1-S2 coupling interval. In a previous
study, Fishler et al. (1995) presented analogous strength-
interval maps, but with maximum upstroke velocity (V,,.,)
as the dependent variable. However, V,,, is not as robust a
measure of cellular activation as is Qy, because V.,
affords only an instantaneous snapshot of the excitatory
response. In contrast, Qy, describes the cumulative excita-
tory response of the cell to the stimulus and thus includes all
parts of the excitation process. Indeed, because the mem-
brane capacitance (C,,) is 1 uF/cm?, to a first approximation
(from Vi, = QOn./C,,) these contours also describe the total
effective positive increase of transmembrane voltage (in
millivolts) produced by this sodium current. In concert with
these contour lines, shading is employed to indicate the
mode of S2 excitation: dark gray for make excitation, light
gray for break excitation, and white for no excitation (de-
fined here as Qy, < 10 nC/cm?).

FIGURE 4 (A) Strength-interval map summarizing the excitation responses elicited from an isolated cell by 20-ms monophasic S2 field stimuli of various
strengths and S1-S2 coupling intervals. Stimulus strengths are normalized to the monophasic diastolic S2 threshold. Contour lines indicate total inward
transmembrane sodium charge movement (Qy, in nC/cm?) induced by S2. Fills indicate the mode of S2 excitation: dark gray for excitation during S2, light
gray for excitation after the end of S2, and white for no excitation (i.e., Qn, < 10 nC/cm?). Note the significant nonmonotonicity of this strength-interval
relationship, as well as the sharp “all-or-none” transition at ~372 ms and low field strengths separating the region of no excitation from that of make
excitation. (B) Contour map quantifying the amount of Qy, produced only after the end of the S2 stimuli. (C) Contour map quantifying the amount of Oy,
produced only during the S2 stimuli. In B and C, axes correspond to those used in A.
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There are several features of Fig. 4 A worth noting. Most
obvious (and as suggested from Fig. 3) is that this MP
strength-interval relationship is highly nonmonotonic. Ini-
tially, as the S1-S2 coupling interval is shortened from
infinity, the threshold for excitation increases—slowly for
coupling intervals greater than 380 ms, but then more dra-
matically near 370-375 ms. However, at 367 ms, this
excitation threshold curve reaches a local maximum value
of approximately 2.2X diastolic threshold and then de-
creases for a broad range of coupling intervals before in-
creasing again. It is important to emphasize that this non-
monotonicity is not observed in analogous simulations of
stimulation via current injection (Luo and Rudy, 1991), and
thus it seems to be a cellular phenomenon elicited only
when stimulating with such MP extracellular fields. Fur-
thermore, this behavior is not limited to just the Luo-Rudy
(phase 1) model (1991) of cellular electrophysiology. In-
deed, we have also documented qualitatively similar non-
monotonic strength-interval relationships when using the
Luo-Rudy (phase 2) ventricular (1994), Beeler-Reuter ven-
tricular (1977) (with and without modified Drouhard and
Roberge (1987) sodium kinetics), and Earm-Noble atrial
(1990) kinetics models (unpublished observations).

Another important feature of the cellular excitatory re-
sponse illustrated in Fig. 4 A is that the sensitivity of this
response with respect to S1-S2 coupling interval changes
with increasing S2 stimulus strength. At relatively low
stimulus strengths, the cell demonstrates an “all-or-none”
excitatory response at an S1-S2 coupling interval of ~372
ms—that is, no effective excitation is produced at coupling
intervals shorter than 372 ms, but full make excitation
occurs at coupling intervals longer than 372 ms. In contrast,
at relatively higher stimulus strengths (i.e., >2.2X diastolic
threshold), this strictly all-or-none behavior reverts to a
significantly more gradual profile of excitation responses
with respect to coupling interval, which is evident in the
more widely spaced contour lines of Qy, in Fig. 4 A.

Unspecified in Fig. 4 A is a clear indication as to when
Ona develops relative to the S2 stimulus. To resolve this
ambiguity, Fig. 4, B and C, illustrates contour maps of the
separate contributions to Qy, produced after and during the
S2 stimulus, respectively (i.e., break and make responses).
There is virtually no overlap in these contributions for MP
stimuli—that is, except for a very restricted common region,
sodium charge movement occurs either during the stimulus
or after it, but not both. Furthermore, the magnitude of Qy,
production depends significantly upon the mode of excita-
tion. During make excitation (Fig. 4 C), the minimum Qy,
is approximately 116 nC/cm? and increases in magnitude as
either the S1-S2 coupling interval and/or the S2 strength is
increased. In contrast, the maximum Qy, during break ex-
citation (Fig. 4 B) is only 72 nC/cm? and steadily decreases
in magnitude as the S1-S2 coupling interval is shortened.
Thus, there is a significant discontinuity in Qy, as the mode
of excitation changes from make to break, with make exci-
tation always producing far more sodium current than break
excitation.

Premature Field Stimulation of Cardiac Cell 1351

The strength-interval map of Fig. 4 A now provides the
full context within which to place our observations from
Fig. 3 (where S2 strength was 2X diastolic threshold for
several coupling intervals). However, this map still fails to
explain the mechanisms by which these three modes of
excitation operate. To accomplish this, we investigated in
much greater detail the spatial and temporal dynamics of the
cellular kinetics for three representative S1-S2 coupling
intervals at 2X threshold: 340 ms (break excitation), 360 ms
(no excitation), and 380 ms (make excitation).

Mechanisms of make excitation by monophasic
field stimulus

In general, make excitation only occurs at relatively long
S1-S2 coupling intervals (>372 ms in Fig. 3), when sodium
kinetics have recovered sufficiently from a previous (S1)
action potential so as to supply enough depolarizing current
to initiate a new (S2) action potential. We have found that
the spatial and temporal dynamics of the sodium activation
(m) and inactivation (& and j) gating variables during a field
stimulus can fully explain the three modes of excitation.
Fig. 5 presents a matrix of panels illustrating how the
temporal dynamics of the sodium activation (m, top row)
and inactivation (h * j, middle row) gates and their product
(m3 + h - j, bottom row) evolve at each of the 11 subcellular
elements just before and after the onsets of the field S2
stimuli for our three test cases. These results correspond to
those traces in Fig. 3 with equivalent S1-S2 coupling in-
tervals.

Just before the delivery of S2 at an S1-S2 coupling
interval of 340 ms (Fig. 5, left column), the entire cell is
isopotential at approximately —43 mV, with all elemental m
=~ (0.5 and & - j = 0.0. Upon the onset of S2, however, this
isopotential is rapidly lost as elements M5—>M1 are depo-
larized to increasingly more positive potentials and
M7—M11 are hyperpolarized to increasingly more nega-
tive potentials (see Fig. 2 B). The sodium gates, in response
to these new local transmembrane voltages, are conse-
quently driven toward new, spatially nonuniform values.
The elemental m (activation) gates, because of their very
small (fast) time constants, rapidly approach their new m,,
values, which now range almost symmetrically from near 1
at M1-M2 to near 0 at M10-M11 (Fig. 5 A). In contrast,
most of the elemental A - j (inactivation) gates remain
pinned at or near zero, with just the most hyperpolarized
element (M11) demonstrating only modest increases (Fig. 5
B). However, although most elements of the cell have either
m or h - j greater than zero at any particular time instant,
none have both quantities simultaneously greater than 0.
Thus, each elemental modulation of sodium conductance
(as expressed by the product m> « & - j) remains equal to 0
(Fig. 5 O), preventing any production of depolarizing so-
dium current. Consequently, make excitation is impossible
at an S1-S2 coupling interval of 340 ms.

Indeed, for similar reasons, make excitation is also im-
possible at an S1-S2 coupling interval of 360 ms (Fig. 5,
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middle column). Because this coupling interval is 20 ms
longer than that of the case above, the cell has had that much
more time to repolarize, now to a pre-S2 potential of about
—63 mV (see Fig. 3). At this potential, m has almost
completely recovered to its resting state (~0; Fig. 5 D), and
h - j is still very near zero (Fig. 5 E). As in the case of 340
ms, upon onset of S2, the m within the depolarized half of
the cell reactivate to differing degrees toward 1, whereas the
products k4 - j all remain at 0. In contrast, the m within the
hyperpolarized half of the cell are rapidly and fully reset to
0, whereas the products A - j are slowly driven to interme-
diate values greater than 0. Nevertheless, all products of m’
* h + j remain very near O (Fig. 5 F), so that no appreciable
sodium current is generated within any of the 11 cellular
elements. Thus, as in the case of 340 ms, make excitation
cannot occur at this coupling interval either.

The results are quite different, however, when S2 is
administered at an S1-S2 coupling interval of 380 ms (Fig.
5, right column). By this time, the cell has almost fully
repolarized from its S1 action potential to a pre-S2 potential
of approximately —80 mV (see Fig. 3). And while sodium
activation (m) has fully recovered (= 0; Fig. 5 G), sodium
inactivation (A - j) has now partially recovered to a pre-S2
value of about 0.3 (Fig. 5 H). During S2, because the time
constant for changes to m is so much smaller (faster) than
the time constants for both 4 and j, a significant overlap
within the most depolarized regions of the cell is induced
where m and h - j are both greater than 0. Consequently, the
products m> « h « j here are nonzero (Fig. 5 I) and result in
a localized nonzero sodium conductance that leads to a large
localized inward sodium current. But although localized,

this inward current nevertheless incrementally depolarizes
the entire cell. Consequently, m,, values increase toward 1
and h,, and j,, values decrease toward 0. However, because
Tp 18 still so much smaller (faster) than either 7, or 7, m
responds quickly to the increases in m,,, whereas h - j takes
much longer to adjust. Therefore, the products m> « h - j
slowly increase in magnitude along the cell, further increas-
ing elemental sodium currents and thus further depolarizing
the entire cell. Such depolarization is the start of a spatially
cascading forward-feedback behavior (see Fig. 5 I), in
which the membrane elements activate sequentially along
the cell length from M1 to M11 (much like a “domino
effect”) to rapidly and fully depolarize the entire cell. Thus,
this description is the essence of make excitation as gener-
ated by a field stimulus and is fundamentally different from
that obtained via a current injection protocol (in which the
entire cell depolarizes simultaneously).

Mechanisms of break excitation by monophasic
field stimulus

Using an approach analogous to that used above to deter-
mine the mechanism of make excitation, we plot in Fig. 6
the spatial and temporal dynamics of m, k - j, and m-h-j
just before and after the break of the same three 20-ms MP
S2 field stimuli that were analyzed in Fig. 5.

At an S1-S2 coupling interval of 340 ms, the break of the
stimulus occurs at 360 ms (Fig. 6, left column). V,, just
before the break has become more negative since the onset
of the stimulus, declining from —43 mV to —52 mV (see
Fig. 3 and below). Consequently, m for M6 has decreased
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from ~0.5 at stimulus make (Fig. 5 A, heavy line) to ~0.25
just before stimulus break (Fig. 6 A, heavy line), with the
values of the other elemental m gates falling in kind. In
contrast, 4 + j remain near 0, except at the hyperpolarized
end of the cell, where M9-M11 continue to increase slowly
to significantly nonzero values. Upon release of the field
stimulus, the spatial gradient in V,, rapidly dissipates and
the cell returns to isopotentiality. Thus, m,, =~ 0.25 and h,,
= jw =~ 0.05 for all elements immediately after stimulus
break. However, as in make excitation, the large difference
between the activation and inactivation time constants plays
a crucial role in the development of break excitation. In that
half of the cell that was depolarized by S2 (i.e., M1-M5),
the m rapidly fall from larger values toward the new m.,
whereas the products 4 * j remain near 0. Thus, the products
m® + h - j remain at or near 0. In contrast, in the half of the
cell that was hyperpolarized by S2 (i.e., M7-M11), the m
rapidly rise from near zero toward m,,, while the products
h- j fall only very slowly toward zero. Thus, the products m>
* h - j (particularly within M9-M11) become significantly
greater than 0 (Fig. 6 C), and localized inward sodium
current can be generated. As in make excitation, this inward
current incrementally depolarizes the entire cell, which in
turn incrementally increases m,, (and slightly decreases #,,
and j,.). Again, because of the differences in activation and
inactivation time constants, these m> * & + j grow in magni-
tude, thus further increasing the amount of depolarizing
inward sodium current through these elements. This posi-
tive-feedback system continues to amplify its own signal
until eventual excitation. However, unlike the behavior seen
during make excitation, the generation of sodium current

during break excitation does not cascade element-to-ele-
ment down the length of the cell. Rather, it remains local-
ized to those elements for which 4 + j was significantly
greater than O at S2 break, which, in this case, are only
M9-M11 (Fig. 6 B). Consequently, much less total sodium
current can be generated during break excitation than is
generated during make excitation (see Fig. 4), resulting in
slower action potential upstroke velocities (Fishler et al.,
1995) as well as lower peak action potential amplitudes (see
Fig. 3).

The electrophysiological status of the cell just before the
release of the S2 stimulus originally delivered with an
S1-S2 coupling interval of 360 ms (Fig. 6, middle column)
is initially quite similar to that seen for 340 ms, except that
now four of the most hyperpolarized elements (M8-M11)
demonstrate significantly nonzero values for % - j. During
this S2, V,, increases slightly from —63 mV to —57 mV
(see Fig. 3), thereby having only minimal impact on the
sodium gating parameters. Just after S2 break, m,, ~ 0.11
and h, = j, =~ 0.10 for all elements. However, compared
with the case at an S1-S2 interval of 340 ms, the magni-
tudes of the m> - h - j after the break of S2 are closer to 0,
primarily because of the significantly lower value of the m
gate (0.11 versus 0.25) and the cubic dependence on m. The
resultant reduction in inward current is so severe that it now
fails to depolarize the cell enough to initiate the forward-
feedback behavior toward excitation. Thus, break excitation
fails to ensue.

With the field stimulus delivered at an S1-S2 coupling
interval of 380 ms, break excitation is not expected because
the cell was already stimulated to excitation on the make of
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this S2 (see previous section and Fig. 5, right column).
Indeed, as seen in Fig. 6 H, the products 4 - j for all elements
of the cell are O (inactivated) both before and after the break
of this S2. Thus, m> + h * j also remains O and thereby
prevents any further sodium current generation.

Reasons for the intervening zone of no excitation

Fig. 3 demonstrates the existence of a range of coupling
intervals (350-370 ms) during which no excitation could be
elicited, even though field stimuli at both longer and shorter
coupling intervals readily excite the same cell. This phe-
nomenon only occurs when the stimulus strength is within
the range of values that cuts across the nonmonotonic por-
tions of the MP strength-interval map. For MP stimuli of 20
ms duration (Fig. 4 A), this range is seen to be approxi-
mately 1.5X to 2.2X the diastolic threshold, with the lower
limit not well defined because of the graded response of the
cell at the short coupling intervals involved.

The reasons leading to this zone of inexcitability can be
distilled from the behavior of the cell during the S2 stimulus
delivered at 360 ms (see Figs. 5 and 6, middle columns) and
can be summarized as a combination of two primary factors:
a) the inactivation gates (h + j) have not yet sufficiently
reactivated toward 1 by the onset of S2 (a necessary con-
dition for make excitation); and b) the activation gate (m)
has not remained sufficiently elevated above O by the re-
lease of S2 (a necessary condition for break excitation). In
both of these cases, the total product m h- J (and thus the
total inward sodium current generated) remains at or near 0.
Therefore, no excitation is achieved.

Origin of the field-induced common potential

Further study of Fig. 3 reveals that, for all coupling intervals
not inducing make excitation, the V,,, during the S2 stimulus
tend to converge toward a common partially depolarized
transmembrane potential (in this case, approximately —56
mYV). To uncover the source of this field-induced common
potential (FICP) response, we analyzed the spatial and tem-
poral behaviors of each of the six transmembrane ionic
currents that make up the Luo-Rudy (phase 1) model of
membrane dynamics (Luo and Rudy, 1991). We discovered
that the current primarily responsible for FICP is the time-
independent potassium current /. In fact, except at longer
S1-S2 coupling intervals during which sodium also makes
a significant contribution (e.g., 370 ms in Fig. 3), the
behavior of Iy; can account for more than 80% of the
observed changes in V,,. Other currents show only minor
deviations from their original (unstimulated) kinetics.

Iy, is highly inwardly rectifying (Luo and Rudy, 1991),
with small-magnitude outward (hyperpolarizing) currents
generated for potentials positive to —87.88 mV, and in-
creasingly larger inward (depolarizing) currents generated
for potentials negative to —87.88 mV. During a field stim-
ulus, the induced spatial spectrum of potentials (e.g., Fig. 2
A) translates into an equivalent spatial spectrum in Ix;: Ix;
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will be large and inward in those regions of the cell hyper-
polarized more negative than —87.88 mV, whereas Iy, will
be small and outward in those regions of the cell depolar-
ized more positive than —87.88 mV. The spatial sum of
these regional Iy, (fx,) then controls (in part) the net
changes in V,,: when [y, is inward, the cell will depolarize,
and conversely, when Iy, is outward, the cell will hyperpo-
larize. As time progresses during the stimulus and the cell
depolarizes or hyperpolarizes, the spatial spectrum of I,
(and hence Ii,) changes accordingly. But because relatively
positive potentials are driven more negative and relatively
negative potentials are driven more positive, all V,, are
driven asymptotically toward a common potential—the po-
tential at which I, = 0. For Fig. 3, in which the stimulus
strength is 2X diastolic threshold, this field-induced com-
mon potential is approximately —56 mV. However, the
value of this common potential is a function of the applied
field strength and cell geometry (not shown). Increased field
strengths lead to a steeper spatial gradient in transmembrane
potentials, thereby increasing the breadth of the region
subtended on a Ix,-V,, curve. But because of the severe
inward rectification of I, there is now even greater net
inward current through I,, which subsequently induces
greater net cellular depolarization to reach the new steady
state where I, = 0. Consequently, the value of the FICP
increases toward more positive values for stronger field
stimuli.

Biphasic field stimulation

During BP field stimulation, the extracellular stimulus is
divided into two distinct phases of opposite polarities. Fig.
7 presents recordings of V, from several simulations during
which a 20-ms total duration BP S2 stimulus (10 ms each
phase) at 2X diastolic threshold was administered at S1-S2
coupling intervals ranging from 330 to 390 ms. As in Fig. 3,
these plots have been shifted in time so that their S2 shocks
coincide. In sharp contrast to its response to MP stimuli, this
cell was depolarized, to various degrees, by all of these
premature BP stimuli. At the longer S1-S2 coupling inter-
vals (e.g., 380 and 390 ms), the cell activated on the stim-
ulus make, whereas at shorter coupling intervals (e.g., =370
ms), the cell responded in a coupling-interval-dependent
graded manner to both phasic breaks. Thus, the cellular
electrophysiological responses to these BP stimuli seem
much less distinct than those observed for the equivalent
MP stimuli (cf. Fig. 3).

The biphasic strength-interval map

Fig. 8 A summarizes the cellular response to various com-
binations of 10/10-ms BP S2 stimulus strengths and S1-S2
coupling intervals. As in Fig. 4 A, three shades of gray are
used to differentiate the modes of excitation, although now
with a slight generalization of their definitions: dark gray
for excitation during the first phase of the stimulus (i.e.,
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FIGURE 7 Overlaid recordings of average transmembrane voltages
(V,,) from trials in which premature, 10/10 ms, 2X diastolic threshold
biphasic S2 stimuli were delivered at S1-S2 coupling intervals of 330 to
390 ms (in 10-ms increments). The plots are cued relative to their S2 onsets
(time = 0 ms), with the temporal extent of each phase of the coincident S2
stimuli indicated by a split horizontal bar. As in the monophasic trials,
make excitation occurs at relatively long coupling intervals (e.g., 380 and
390 ms). However, unlike the monophasic trials, partial excitation occurs
in a coupling-interval-dependent manner at both the transphasic and the
break edges of the biphasic stimuli, resulting in at least partial cellular
depolarization at all premature coupling intervals.

stimulus make), medium gray for excitation after the first
phase (i.e., transphasic or break excitation), and white for no
appreciable excitation (i.e., Qn, < 10 nC/cm?). Further-
more, as in Fig. 4, contour lines are used to indicate the total
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inward transport of sodium charge (Qy,) induced by these
BP stimuli. A complementary strength-interval map in
terms of V,,,, has been presented previously (Fishler et al.,
1995).

A comparison between the MP strength-interval map of
Fig. 4 A and the BP strength-interval map of Fig. 8 A reveals
several similarities as well as a few important differences.
The BP diastolic threshold is only slightly lower than its MP
counterpart (0.94 versus 1.00, respectively; Tung and Bor-
deries, 1992). Furthermore, the regions of make excitation
are nearly identical, and the graded behavior of Qy, at
S1-S2 coupling intervals shorter than ~340 ms also remain
quite similar, supporting the notion that the two phases of
the BP stimulus act synergistically (Tung and Borderies,
1992). The major differences between these two maps are
observed at coupling intervals between ~340 and ~372 ms
and are functionally quite significant. Within this interval,
the BP waveform extends cellular excitability across the
original all-or-none barrier at 372 ms to much shorter cou-
pling intervals than is achievable with equivalent low-
strength MP waveforms. Moreover, this additional excit-
ability is graded, such that the induced cellular response
(Ona) now gradually diminishes to 0 as the S1-S2 coupling
interval is continually shortened. In the process, this addi-
tional excitability effectively removes most of the non-
monotonicity from the original (MP) strength-interval
threshold curve.

Fig. 8, B, C, and D, details, respectively, the separate
contributions to Qy, produced by the three major divisions

T T

280 300 320 340 360
S1-S2 Coupling Interval [ms]

380 400

FIGURE 8 (A) Strength-interval map summarizing the excitation responses elicited from an isolated cell by 10/10 ms symmetric biphasic S2 field stimuli
of various strengths and S1-S2 coupling intervals. Stimulus strengths are normalized to the monophasic diastolic S2 threshold. Contour lines indicate total
inward transmembrane sodium charge movement (Qy, in nC/cm?) induced by S2. Fills indicate the mode of S2 excitation: dark gray for excitation during
the first phase of S2, light gray for excitation after the first phase of S2, and white for no excitation (i.e., O, < 10 nC/cm?). In comparison to equivalent
monophasic responses in Fig. 4 A, low-strength biphasic stimulation extends cellular excitability to significantly shorter coupling intervals and, in the
process, essentially removes the severe nonmonotonicity in the strength-interval relationship. Moreover, this additional excitability transforms the
monophasic-induced all-or-none excitation discontinuity into a more gradual, and thus less severe, transition in excitation performances. (B) Contour map
quantifying the amount of Qy, produced only after the end of the S2 stimuli. (C) Contour map quantifying the amount of Qy, produced only during the
first phase of S2. (D) Contour map quantifying the amount of Qy, produced only during the second phase of S2. In B, C, and D, axes correspond to those

used in A.
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of the BP S2 stimulus: after the end of S2 (i.e., break
response), during the first phase of S2 (i.e., make response),
and during the second phase of S2 (i.e., transphasic re-
sponse). From these separate contour maps it becomes ap-
parent that most of the new features of the BP strength-
interval map can be attributed to the transphasic response
alone (Fig. 8 D): it is the source of charge that converts the
all-or-none barrier into a graded transition of excitability, it
lowers the BP diastolic threshold below the MP diastolic
threshold, it introduces a small region of supernormal ex-
citability at ~357 ms, and it modulates the magnitude of the
subsequent break response (compare Fig. 8 B to Fig. 4 B).
Increased charge development during the transphasic re-
sponse effectively reduces the ability for charge develop-
ment during the subsequent break response. Thus, whereas
the magnitude of the MP break response increases mono-
tonically as the S1-S2 coupling interval is lengthened, the
magnitude of the BP break response first increases and then
decreases as more charge is developed during the previous
transphasic response. As such, the maximum Qy, during BP
break excitation (for S2 strengths =< 2.6X diastolic thresh-
old) is only 33 nC/cm?. In contrast, the BP make response
(Fig. 8 C) remains quite similar both qualitatively and
quantitatively to its MP counterpart (Fig. 4 C), with only a
slight elevation in the diastolic make threshold (1.05 versus
1.00, respectively), due to the relatively shorter make dura-
tion (10 ms versus 20 ms).

As in the case with MP stimuli, the detailed spatial and
temporal dynamics of the cellular kinetic responses to BP
waveforms were examined for three representative BP stim-
uli delivered at 2 X (MP) diastolic threshold and with S1-S2
coupling intervals of 340, 360, and 380 ms.

S1-S2 Cl = 340 ms
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Mechanisms of make excitation by biphasic field stimulus

The mechanisms of make excitation by BP field stimuli are
essentially identical to those responsible for make excitation
by MP field stimuli. This follows from the fact that the first
phase of a BP stimulus is identical to the first half of an
equivalent MP stimulus. And because, during make excita-
tion, the cell is responding to the onset of the stimulus, these
mechanisms must then be identical.

Mechanisms of transphasic excitation by biphasic field
stimulus

To determine the mechanisms of transphasic excitation by
BP field stimuli, we again studied the spatial and temporal
dynamics of sodium activation and inactivation kinetics.
Fig. 9 presents plots of m (top row), h - j (middle row), and
m® « h + j (bottom row) just before and after the phase
reversals of BP stimuli delivered at S1-S2 coupling inter-
vals of 340 ms (left column), 360 ms (middle column), and
380 ms (right column).

For S2 delivered at the S1-S2 coupling interval of 340
ms, the stimulus phase reversal occurs at 350 ms (Fig. 9, left
column). Before this reversal, the cell continues to be influ-
enced by the spatial transmembrane voltage gradient in-
duced by the original extracellular field. The elemental
activation (m) gates are distributed between 0.0 at M11 and
1.0 at M1, with M6 at ~0.35. Meanwhile, the elemental
inactivation (h * j) gates remain highly skewed, with only
M9-M11 slowly increasing to values significantly larger
than 0. Upon phase reversal at 350 ms, the spatial gradient
in V,, rapidly reverses in polarity, such that what was

S1-S2 CI = 360 ms S1-S2 Cl = 380 ms
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previously the hyperpolarized end of the cell is now the
depolarized end and vice versa, immediately influencing the
sodium gate infinity values and time constants. For exam-
ple, element M11, which was maximally hyperpolarized
during the first phase of the BP stimulus, had m =~ 0.0 (Fig.
9 A) and A - j increasing toward 0.65 (Fig. 9 B). Upon phase
reversal, M11 is now relatively depolarized, and thus m is
rapidly driven toward 1.0 while 4 - j is driven toward 0.0.
The other elements of the cell undergo similar changes to
their sodium gates (see Fig. 9, A and B). However, because
the sodium inactivation time constants are significantly
longer than the activation time constants, M9-M11 experi-
ence a brief period of time during which both m and A - j are
nonzero, resulting in a transient but significant inward cur-
rent flow (see Fig. 9 C).

The magnitude of this inward sodium current upon phase
reversal is even greater when the BP stimulus is adminis-
tered at ever longer S1-S2 coupling intervals. The middle
column of Fig. 9 presents analogous plots of elemental m, h
- j, and m> + h - j dynamics before and after the phase reversal
of a BP stimulus given at an S1-S2 coupling interval of 360
ms. Because the stimulus is 20 ms later, the cell is more
repolarized and inactivation recovery has progressed fur-
ther, such that more elements (M8-M11) have 4 - j values
significantly greater than zero at the time of phase reversal.
This translates into a larger total inward sodium current
during the period of gating reorientation (see Fig. 9 F), and
thus a larger change in V,, (see Fig. 7).

No additional sodium current is produced, however, un-
der stimulus conditions where the cell had already fully
activated on the stimulus make. Thus, for example, when S2
is delivered with an S1-S2 coupling interval of 380 ms (Fig.
9, right column), complete and sustained sodium inactiva-
tion after make excitation prevents further sodium current
induction.

Mechanisms of break excitation by biphasic field stimulus

The mechanisms of break excitation by a BP field stimulus
are similar to those involved in break excitation by a MP
stimulus. However, because a BP shock involves a mid-
stimulus phase reversal, the resultant effects on the cell are
spatially reversed from those seen during MP break excita-
tion. Furthermore, as described above, Vm of this cell has
already been influenced in some graded manner by
transphasic excitation. Thus, depending on the magnitude of
the induced transphasic depolarization, the cell is at a dif-
ferent V,, upon break as compared with the break of a
comparable MP stimulus. Moreover, the magnitude of the
inward sodium current upon the release of S2 is a function
of the S1-S2 coupling interval and occurs in a graded
manner that is inversely related to the graded response seen
upon phase reversal. Thus, for very premature S2s (e.g.,
S1-S2 coupling interval of 330 ms), there is a very small
depolarizing response upon phase reversal and a larger
response upon stimulus break (see Fig. 7). Conversely, for
S2s delivered at longer coupling intervals (e.g., 370 ms), the
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transphasic response is large and the break response is much
smaller (see Fig. 7). The mechanisms responsible for this
graded break response are similar to those described previ-
ously for both MP break and BP transphase excitations and
are primarily related to the spatial distribution and magni-
tudes of the sodium inactivation gates at the time of the
stimulus release (not shown).

Effect of stimulus duration on strength-
interval relationships

The results described above were all derived from simula-
tions in which the MP and BP S2 field stimuli were 20 ms
in total duration. Other S2 durations demonstrated qualita-
tively similar behaviors and mechanisms. For example, Fig.
10 presents a series of strength-interval map pairs con-
structed for MP and BP S2 stimuli of 2, 5, 10, and 20 ms
total duration. The maps from this latter pair of 20 ms MP
and 10/10 ms BP S2 stimuli are identical to those maps
illustrated in Figs. 4 A and 8 A, respectively, and are
included here for completeness and comparison. The meth-
ods of shading and contouring are also identical to those
described previously. All strengths have been normalized to
the MP diastolic thresholds appropriate for the particular
duration of S2. For total durations of 2, 5, 10, and 20 ms,
these MP diastolic thresholds were, respectively, 3.71, 3.10,
2.80, and 2.66 V/cm. We hypothesize that these thresholds
are higher than those found experimentally (Tung et al.,
1991) because (among other reasons) of the idealized
streamlined shape of these simulated cells. More typical cell
shapes (e.g., cylindrical) and axial nonsymmetries would
both introduce increased local surface voltage gradients and
result in correspondingly lower threshold values.

Note from Fig. 10 that all MP stimuli, regardless of
duration, demonstrate significantly nonmonotonic strength-
interval relationships, with persistent all-or-none sensitivi-
ties to changes in S1-S2 coupling intervals at relatively low
field strengths. The S2 duration does, however, modulate
the “width” and “height” of the observed nonmonotonic
window of inexcitability: decreasing S2 duration narrows
the width but increases the height of this window, although
these dependencies are not linear. Analogously, all BP
stimuli, regardless of duration, demonstrate essentially
monotonic strength-interval relationships with almost uni-
versally graded sensitivities to changes in S1-S2 coupling
intervals at all suprathreshold field strengths. An exception
occurs at the shortest BP stimulus tested (i.e., 1/1 ms BP),
where this graded response degenerates slightly into a weak
all-or-none response for very low field strengths.

Furthermore, these results confirm that most of the ob-
served premature break responses truly are break-induced
excitations rather than delayed make excitations (Knisley et
al.,, 1992b; Krassowska et al., 1992). With delayed excita-
tion, one would expect that the “make” or “break™ classifi-
cation would be sensitive to the stimulus duration. How-
ever, we found that break-classified excitations were almost
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FIGURE 10 Strength-interval maps for rectangu-
lar monophasic and symmetric biphasic S2 field
stimuli of 2, 5, 10, and 20 ms total duration. Con-
tour lines and fills are identical to those used in
Figs. 4 A and 8 A. Direct comparisons reveal that
both the nonmonotonicity and all-or-none features
of the monophasic strength-interval maps persist
across all S2 durations tested, with the “width” and
“height” of the inexcitable window modulated by
the S2 duration. Analogously, the graded response
feature of the biphasic strength-interval maps per-
sists for all but the shortest S2 durations tested.
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always induced only upon release of the stimulus (or first
phase for some BP stimuli), regardless of the stimulus
duration. The exceptions can be discerned most easily in the
2-ms MP map as a narrow swath of light gray sandwiched
between the zones of make excitation (dark gray) and no
excitation (white). In this narrow region, these combinations
of stimulus strength and coupling interval induce make
excitations, but with latencies that extend beyond the trail-
ing edge of S2 and thus are misclassified as break-induced
excitations. Similar swaths can be found for the longer
duration stimuli as well, but they are so narrow as to be
essentially undetectable. Analyses of excitation mecha-
nisms (e.g., Figs. 5, 6, and 9) corroborate these conclusions.

DISCUSSION

This modeling study presents a thorough description of the
multiple mechanisms of excitation involved during the field
stimulation of isolated cardiac cells with both MP and BP
premature stimuli of various durations. Our simulations and
analysis are based on kinetics for ventricular myocytes as
described by Luo and Rudy (1991); however, we have
found that these results are generalizable to several other
myocyte models as well (Beeler and Reuter, 1977; Drou-
hard and Roberge, 1987; Earm and Noble, 1990; Luo and
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Rudy, 1994). These simulation data lend further support to
and mechanistic elucidation of two findings recently re-
ported by Fishler et al. (1995). The first is that, unlike the
monotonic relationship found during otherwise similar cur-
rent injection protocols (Luo and Rudy, 1991), the isolated
cardiac cell demonstrates a significantly nonmonotonic ex-
citatory response threshold to premature MP field stimuli.
The second major finding is that, unlike the observed all-
or-none sensitivity to stimulus timing of the MP stimulus
excitatory response at relatively low field strengths, the BP
stimulus response remains highly graded across all prema-
ture coupling intervals. These and other important results,
and their implications, are discussed in greater detail below.

Field stimulation versus current injection

This study presents results obtained from simulations in which
a symmetric isolated cardiac cell was stimulated by a uniform
extracellular electric field. We consider these geometric and
field idealizations to represent limiting cases of the more gen-
eral case of the excitation of cardiac tissue situated relatively
far from any stimulating electrodes. Previous modeling studies
of cardiac tissue excitation have predicted that the transmem-
brane potentials induced by such a stimulus can be described as
the superposition of distinct aperiodic and periodic compo-
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nents (Plonsey and Barr, 1986b; Krassowska et al., 1987,
Trayanova and Pilkington, 1993). The aperiodic polarizations
are largest in magnitude nearest the stimulating electrodes and
arise from the necessary redistribution of stimulating currents
between the intracellular and extracellular domains. In con-
trast, the periodic polarizations arise from secondary sources
located at the intercellular boundaries (Plonsey and Barr,
1986b). These secondary sources induce a periodic pattern of
hyperpolarizations and depolarizations at the cellular scale
(Plonsey and Barr, 1986b; Krassowska et al., 1987; Trayanova
and Pilkington, 1993). However, these polarizations are gen-
erally smaller in magnitude than the aperiodic response and so
presumably only become important in regions relatively far
from the stimulating electrodes.

Field stimulation of a cell differs significantly from that of
intracellular current injection in several important ways. For
example, the source of depolarizing current differs consider-
ably between field and current stimulation (Tung and Border-
ies, 1992; Krassowska and Neu, 1994). Because field stimu-
lation supplies no net current to the cell, all depolarizing
currents (e.g., sodium) must be actively generated through the
cell membrane. In contrast, intracellular current injection alone
can directly supply the necessary current for depolarization,
and thus no transmembrane ionic currents need be activated.
Furthermore, whereas current injection polarizes the entire
membrane uniformly, field stimulation polarizes it nonuni-
formly, with one end of the cell depolarized and the other end
hyperpolarized. These differences in polarization profiles also
result in substantial differences in the rapidity with which the
cell membrane potentials can respond to such stimuli, with the
response under space-clamped conditions substantially slower
than that under field conditions (Cartee and Plonsey, 1992;
Krassowska and Neu, 1994). Fundamental to this swift re-
sponse is the ability for charge to rapidly redistribute between
the well-coupled, oppositely polarized regions of the cell (Car-
tee and Plonsey, 1992)— behavior that may be fundamental to
the excitatory break response observed with field stimulation.
Additional contrasting behaviors between field stimulation and
current injection have been identified for resting cells by Tung
and Borderies (1992). Consequently, it is doubtful that the
superposition of current injection results could accurately re-
produce all of the behaviors observed during field stimulation.

The field-induced common potential

While modeling the responses of resting cells to uniform fields,
Tung and Borderies (1992) found that I, (the time-indepen-
dent inwardly rectifying potassium current) was a major con-
tributor to the initial net depolarization of a cell. We extend this
finding here to include other cellular refractory states as well.
Our analyses indicate that, except for cells that have been
excited on the make of the field stimulus, I, is the transmem-
brane current most affected during the stimulus and forces the
cellular transmembrane potential (V) during the shock toward
the potential at which the net I, current integrated across the
entire cell is near 0. Because I, is highly inwardly rectifying
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(and thus nonlinear with voltage), this potential is usually
significantly more positive than the Iy, reversal potential.
Furthermore, except as noted above, the initial cellular V,,, is
irrelevant—cells from almost all refractory states will be
forced toward this common potential. Thus, as illustrated in
Fig. 3, such a field stimulus might actually accelerate the
repolarization of highly refractory cells.

Monophasic field stimulation

From our simulation results, we note two distinct modes of
excitation when administering premature MP field stimuli (see
Fig. 4): a) make excitation for relatively long S1-S2 coupling
intervals, and b) break excitation for shorter coupling intervals.
The mechanisms responsible for these two types of excitation
also differ considerably. Make excitation is observed only
when the cell has had sufficient time to repolarize to a level
where sodium inactivation is at least partially removed before
the onset of a stimulus. Under these conditions, the onset of the
field stimulus induces sodium activation within the depolarized
half of the cell, which then initiates a spatial cascade of inward
sodium current generation along the cell that produces full
activation. In contrast, break excitation is unmasked only when
the S2 stimulus is too premature for make excitation to oc-
cur—that is, when sodium inactivation still dominates the
cell’s sodium kinetics. Under these conditions, the field stim-
ulus does not directly activate the cell, but rather induces a
spatial transmembrane voltage gradient along the cell such that
one end is relatively depolarized and the other end is relatively
hyperpolarized (Klee and Plonsey, 1976; Plonsey and Barr,
1986a; Krassowska et al., 1987; Tung and Borderies, 1992;
Leon and Roberge, 1993; Krassowska and Neu, 1994).
Whereas the depolarized end of the cell remains highly inac-
tivated during the entire stimulus, the (negative) drop in volt-
age within the hyperpolarized end induces a relatively rapid
local removal of sodium inactivation. Then, when the stimulus
ends and the transmembrane voltages rapidly return to isopo-
tentiality, the sudden (positive) increase in voltage within the
once-hyperpolarized end of the cell acts as an effective “stim-
ulus” on that membrane region. With sodium inactivation now
at least partially removed here from the stimulus itself, suffi-
cient inward sodium current develops to subsequently excite
the cell. Note that break excitation cannot be explained by or
duplicated with space-clamped current injection stimulation
(Hoshi and Matsuda, 1962).

Few experimental data exist that address the excitation re-
sponses of cardiac cells exposed to uniform MP and/or BP
extracellular electric fields of various strengths and prematu-
rities. The most revealing set is from Knisley et al. (1992a),
who performed tissue experiments to quantify the resultant
action potential prolongations induced by premature MP field
stimuli (2 ms in duration) of various strengths. This quantity is
qualitatively correlated to excitation response (Leon and Rob-
erge, 1993; Jones et al., 1994) and thus these should corrobo-
rate each other. Indeed, their results demonstrated a distinct
all-or-none prolongation response for relatively low shock
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strengths (e.g., 2.5 V/cm) and a very gradual prolongation
response for higher shock strengths (e.g., 8 V/cm)—qualitative
features that agree well with our model results. Dillon and
Mehra (1992) obtained similar results using 1-ms defibrillatory
shocks of isolated rabbit hearts. Unfortunately, both sets of
published data were too sparse to determine conclusively
whether their preparations also exhibited a nonmonotonic
strength-interval response similar to our model predictions.

There are also intriguing similarities between the non-
monotonic strength-interval relationship produced in our
MP simulations and the “dip phenomenon” observed in
experimentally derived threshold interval curves of Orias et
al. (1950) and Dekker et al. (1970). Using unipolar extra-
cellular stimulation of canine hearts, these studies clearly
demonstrated a nonmonotonic “dip” in their measured com-
posite strength-interval curves. Moreover, analogous to our
simulation results, responses at shorter coupling intervals—
including this dip region—were associated with (anodal)
break excitation, whereas responses at longer coupling in-
tervals were associated with (cathodal) make excitation.
However, because of the significant differences between the
respective substrates and protocols (e.g., cell versus tissue,
uniform field versus unipolar stimulation, etc.), a direct
correlation between these computational and experimental
results is premature.

Biphasic field stimulation

When BP field stimuli are used instead of the MP stimuli, a
dramatically different overall cellular response is observed
(Fishler et al., 1995). Whereas the MP stimuli elicited a
distinctly nonmonotonic strength-interval excitation thresh-
old relationship, the BP stimuli elicited a fundamentally
monotonic relationship. And whereas the cell demonstrated
an all-or-none excitatory response to low-strength MP stim-
uli and a more graded response to higher strength stimuli,
the response to the BP stimuli remained graded for all
stimulus strengths. So why are there such significant differ-
ences between these responses?

One of the major limitations to excitation via MP field
stimulation is that unless the cell excites on the stimulus
make, less than half of the cell (i.e., only part of the
hyperpolarized half) can contribute to the excitation pro-
cess; the other (depolarized) half remains inactivated and
thus fails to assist in cellular depolarization. By introducing
a polarity reversal into the field stimulus as in BP stimula-
tion, both halves of the cell can potentially contribute to the
depolarization process. Moreover, these contributions are
sequential, such that some depolarizing current is generated
from one half of the cell after the end of the first stimulus
phase, and additional depolarizing current is generated from
the other half of the cell after the end of the second stimulus
phase. The amount of depolarizing current that each cell
half contributes is (at least) a function both of the field
strength and of the initial transmembrane voltage at the time
of the stimulus onset (itself related to the S1-S2 coupling
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interval; see Fig. 8, B and D). Such synergistic behavior
during BP field stimulation was shown previously during
diastole (Tung and Borderies, 1992) and more recently for
a few earlier refractory states (Leon and Roberge, 1993),
and cannot be easily deduced from similar current injection
simulations (Jones and Jones, 1990; Jones et al., 1994).

This theory might suggest that adding many polarity
reversals into the stimulus would further improve its out-
come. However, this extrapolation must be viewed with
caution. Once a stimulus has “tapped” each end of the cell
for its sodium current contribution and has at least partially
depolarized the cell, further reversals might reach a point of
diminishing returns. Furthermore, although all of these field
stimuli induce cellular current flow upon a change in the
field gradient profile (i.e., at either a make, transphasic, or
break edge), that current flow does not occur instanta-
neously. For example, for a 2X threshold stimulus, the
transphasic current develops over approximately 1 ms (see
Fig. 9, D and F); for weaker stimuli, the current develops
over even longer intervals (e.g., ~8 ms within the super-
normal region of Fig. 8 A). These intervals are directly
related to the local rates of sodium inactivation recovery
across the cell. Thus, for a stimulus to be most effective, a
field gradient change should be followed by an interval of
relative field stability so that the cells can fully react to that
new gradient. Therefore, rapid switching of the field polar-
ity (especially at very low field strengths) could conceivably
even hamper the development of depolarizing currents. In-
deed, such detrimental effects can be observed in the 1/1 ms
BP strength-interval map of Fig. 10, where the region of
supernormal excitability has disappeared and part of the
graded response at low field strengths has degenerated into
an all-or-none response.

Implications in defibrillation

Certainly, a single cell does not a heart make. Our model,
and the results obtained with it, can offer only a glimpse into
the complex electrophysiological interactions that occur
during whole-heart defibrillation between the endogenous
fibrillatory activity and the exogenous electric field. Nev-
ertheless, careful extrapolation of results can offer new and
useful insights into the behaviors of these otherwise com-
plex phenomena. Indeed, Fishler et al. (1995) presented
preliminary results from a one-dimensional cardiac strand
model exposed to MP and BP field stimuli that at least
qualitatively support some of these new ideas.

The objective of modern defibrillation strategies is to
achieve successful termination of all fibrillatory activity
while using as little energy as possible. Ideally, such a
defibrillation shock would employ only the minimum field
strength throughout the cardiac volume necessary to halt all
propagation wavefronts while also preventing the (re)initia-
tion of new wavefronts (Chen et al., 1991). Unfortunately,
because of the complex geometry of the heart and its asso-
ciated structures, it is impossible to generate these minimum
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electric fields simultaneously for all regions of the heart.
Instead, some regions will incur higher-than-necessary
fields so as to guarantee that this minimum field strength
will reach the more distal regions of the heart. Indeed,
several studies have demonstrated that unsuccessful defi-
brillation shocks fail because of continued propagated ac-
tivity within regions of the heart that experienced the small-
est field gradients during the shock (Chen et al., 1986;
Shibata et al., 1988; Zhou et al., 1993). Thus, presumably
one method for increasing defibrillation success is to im-
prove the efficacy of the shock within the low-field-gradient
regions of the heart.

To this end, it has been shown both experimentally
(Flaker et al., 1989; Feeser et al., 1990) and clinically (Fain
et al., 1989; Winkle et al., 1989) that some (Tang et al.,
1989) BP defibrillation shocks are more efficacious than
their MP counterparts. However, no study has been able to
demonstrate conclusively the mechanism(s) of this im-
proved performance. A leading hypothesis, as proposed by
Jones et al. (1994), suggests that the enhanced excitatory
response of partially refractory tissue to low-strength BP
shocks results in greater refractory period prolongation,
which increases the tissue’s protection from any potentially
refibrillatory wavefronts that might try to penetrate from
distal regions. Our simulation results here do not directly
address the issue of refractory period prolongation, but
rather focus on the mechanisms of the excitatory response
itself. Nevertheless, our analysis of this excitatory response
does suggest an alternative and/or supplementary hypothe-
sis to explain the potential for increased efficacy of BP
defibrillation shocks over equivalent MP shocks.

Recall that during fibrillation, synchronization of cardiac
activation is lost, leading to high spatial variability in wave-
front and action potential activity: at any given time during
fibrillation, one will find multiple, nonstationary, propagat-
ing wavefronts coursing through the myocardial volume.
Consequently, any defibrillatory shock will interact with
these multiple wavefronts and thus encounter cells at all
phases of refractoriness. According to our strength-interval
results of Fig. 10, a low-strength (i.e., <1.5X diastolic
threshold) MP shock would fully excite cells near diastolic
potentials while having practically no effect on the remain-
ing, more refractory cells—that is, a classic all-or-none
response. This response would lead to highly depolarized
regions of tissue situated adjacent to highly repolarized
regions—conditions that are conducive to the reinitiation of
propagated activity (Knisley et al., 1992a; Knisley and Hill,
1993). Furthermore, if the shock strength is in the range that
cuts through the nonmonotonic section of the strength-
interval curve, additional fibrillatory effects could result:
two activated regions would develop separated by an unaf-
fected, but nearly repolarized, swath of tissue, thereby dou-
bling the number of potentially refibrillatory wavefronts. In
contrast, according to Fig. 10, equivalent low-strength BP
shocks, while also fully exciting cells near diastole, would
always (except for very short stimuli) have a graded exci-
tatory effect on cells in other more refractory states (i.e., at
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earlier coupling intervals). Thus, there would never be any
steep spatial gradients in transmembrane potentials to sus-
tain and/or generate activating currents for further post-
shock propagation. Initial results from computer simula-
tions of the interaction between propagating wave fronts
and imposed MP and BP stimuli support some of these
predictions (Fishler et al., 1995). Consequently, from these
analyses, we propose that the increased defibrillation effi-
cacy of BP waveforms might result from the consistently
graded excitatory response of cells to low-strength BP
shocks, a feature that is notably absent from the all-or-none
response generated by equivalent low-strength MP shocks.
Such a graded response would produce at least two signif-
icantly antiarrhythmic effects (Knisley et al., 1992a; Knis-
ley and Hill, 1993): 1) it would more effectively depolarize
cells from most refractory states, and thus further inactivate
them from future reexcitation; and 2) it would result in a
more spatially uniform distribution of post-shock trans-
membrane potentials (compare post-shock potential distri-
butions in Figs. 3 and 7), which would reduce the spatial
gradient of transmembrane voltages that could otherwise
drive the reinitiation of propagated activity. Although re-
fractory period prolongation could then also afford an ad-
ditional level of protection from any encroaching propaga-
tion wavefronts, we speculate that this added protection
might instead be due to the persistence of the graded voltage
profile rather than to the duration of the prolongation alone.

Finally, although this paper has focused on the excitation
responses of a single isolated cardiac cell within an extra-
cellular field, these results might also apply at slightly larger
size scales as well. For example, similar synergistic dynam-
ics could occur between neighboring, well-coupled, but
unequally polarized regions of cardiac tissue. Such potential
distributions have been demonstrated during point stimula-
tion of cardiac tissue, in which virtual electrode effects
produce oppositely polarized yet closely spaced regions of
tissue (Knisley et al., 1994; Roth and Wikswo, 1994; Neun-
list and Tung, 1995). Furthermore, recent modeling work
has demonstrated that whole-heart defibrillation produces
large spatial variations in tissue polarizations over relatively
short distances (Trayanova and Eason, 1995). However,
certain assumptions adopted in these simulations would no
longer necessarily apply (e.g., intracellular isopotentiality).
Thus, whether these MP and BP dynamics as described
herein would be influential under any or all of these super-
cellular conditions remains an open question for future
computational and experimental studies.
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