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Characterization of the physical properties of protein surface
hydration water is critical for understanding protein structure and
folding. Here, using molecular dynamics simulation, we provide an
explanation of recent x-ray and neutron solution scattering data
that indicate that the density of water on the surface of lysozyme
is significantly higher than that of bulk water. The simulation-
derived scattering profiles are in excellent agreement with the
experiment. In the simulation, the 3-Å-thick first hydration layer is
15% denser than bulk water. About two-thirds of this increase is
the result of a geometric contribution that would also be present
if the water was unperturbed from the bulk. The remaining third
arises from modification of the water structure and dynamics,
involving approximately equal contributions from shortening of
the average water–water O–O distance and an increase in the
coordination number. Variation in the first hydration shell density
is shown to be determined by topographical and electrostatic
properties of the protein surface. On average, denser water is
found in depressions on the surface in which the water dipoles
tend to be aligned parallel to each other by the electrostatic field
generated by the protein atoms.

A characterization of protein hydration is essential for un-
derstanding protein structure, folding, and function. This

characterization requires elucidating the effects of both the
solvent on the protein and the protein on the solvent (1, 2).
Concerning the latter effect, detailed information on ordering
and dynamical properties of individual, highly perturbed,
strongly bound water molecules has been furnished by high-
resolution x-ray crystallography and NMR spectroscopy (3–10).
However, to obtain the data required for a complete thermo-
dynamic description of protein hydration it is necessary to obtain
a more global picture in which the solvent is described in terms
of probability distributions. Recent work in this direction has
used molecular dynamics (MD) simulation (11–13) and novel
crystallographic methods (6, 7, 14) to enable radial distribution
functions of water molecules around protein groups in crystals
and related quantities to be obtained.

It is of particular importance to determine how protein surface
water is on average perturbed from the bulk. An intriguing result
in this regard was reported by Svergun et al. (15), who combined
small-angle scattering (SAS) of x-rays in H2O with that of
neutrons in H2O and D2O to show that for lysozyme and other
proteins the average density of the first hydration shell (0–3 Å
from the surface) is significantly higher than that of bulk water.
This finding is consistent with results from MD simulation (16)
and the crystallographic work (14). The present article explains
the physical origin of this effect. We use MD simulation of
lysozyme in explicit water to determine the contributions to the
hydration density profile. The MD allows detailed structural
properties of the hydration water to be analyzed in the context
of the SAS result and compared with bulk water. Excellent
agreement is found between the SAS profiles calculated from the
simulation and the experimental results. About two-thirds of the
first-shell density increase of �15% is found to be caused by a
geometric contribution that would also be present if the water
was unperturbed from the bulk. The remaining one-third (5%)

density increase involves significant changes in the average water
structure.

We also address the question as to the physical origins of the
first-shell density variations over the protein surface. Classically,
protein hydration structure has often been discussed in terms of
the hydrophobicity�hydrophilicity of the surface groups. How-
ever, recent work has emphasized the effect of protein surface
topography (17–20). Here we demonstrate that both the topog-
raphy of the protein surface and the electrostatic field generated
by the protein atoms determine the density of the surface water
layer. The relationship between these two effects is determined
here and leads to a simple physical picture of the global surface
density effect.

Methods
MD Simulations. The MD simulations, which will be described in
detail elsewhere, were performed with the CHARMM 27b1 pro-
gram (21). The force field used was CHARMM22 (22), which treats
all atoms explicitly. The TIP3P model was used for the water
(23). The 1.33 Å resolution structure (193L) of hen egg-white
lysozyme from the Protein Data Bank was used (24). For
convergence in the scattering profile calculations, a sufficiently
large amount of water is needed. To achieve this convergence the
protein was embedded in a truncated octahedron containing
8,577 water molecules originating from a cubic box of side 84 Å.
The system was simulated with periodic boundary conditions as
an isothermal-isobaric (NPT � number, pressure, and temper-
ature) ensemble at T � 300 K and P � 1 atmosphere (1 atm �
101.3 kPa) with particle mesh Ewald electrostatics. Nine chloride
ions were included so as to neutralize the net charge on the
lysozyme molecule. This effective ion concentration is similar to
that used in the SAS experiments (15). A simulation performed
without counterions gave the same results as that with counte-
rions to within statistical errors. For analysis purposes the
trajectory from 100 to 500 ps was used, and coordinates were
saved every 0.2 ps. The average rms heavy-atom deviation of the
lysozyme molecule from the crystal structure was 1.72 Å,
comparable to the value for the corresponding rms deviation
among lysozyme in different crystal forms (tetragonal, triclinic,
and orthorhombic), which is 1.54 Å. The C� B-factors agree with
the experiment to within 15% on average.

SAS Profiles. The details of the theory involved in the computa-
tion of the SAS profiles and the associated molecular envelope
are given in a separate article (25). Here a very brief summary
is given.

A technique was developed to efficiently calculate scattering
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profiles from many configurations of the explicit-atom protein�
water system. To do this calculation, a model system was defined
as a sphere containing one protein molecule surrounded by
water molecules. The radius R of the sphere was chosen to be
sufficiently large (32.4 Å) so that the time-averaged density of
the water in the outer 4 Å shell of the sphere was homogeneous
to that of the bulk water simulation. This homogeneity ensures
that there is no artefactual excess scattering as a result of the
finite size of the model scattering system. The excess scattering
density I(q), where q is the scattering vector, was determined
from all explicit atoms (i.e., protein and water) in the MD
simulation within radius R. For the calculation of the scattering
profiles (but not for performing the MD simulation, see above),
the effect of the solvent outside radius R was modeled as a
continuum. Multipole expansions were used for the scattering
amplitudes (26), permitting evaluation of the spherically aver-
aged scattering intensities in 1 day of central processing unit on
a PC cluster, i.e., 50 times faster than using the direct method of
spherically averaging the average of the square of the Fourier
transforms of the coordinates. To calculate the scattering it is
necessary to determine the excluded volume associated with
each atom. The scattering profiles were evaluated for each set of
coordinates generated in the simulated trajectory of the system
and averaged to obtain the final profiles. The multipole expan-
sions converged fully. The scattering profiles also converged as
a function of simulation time.

Protein Surface. To calculate densities and to determine surface
topographic properties it is necessary to define a surface. To
obtain a smooth analytical envelope around the protein each
atom was approximated by a Gaussian sphere, Gk whose volume
is that of a uniform sphere of radius Rk and was taken from the
excluded volumes in ref. 27. Spherical coordinates (R, �, �) were
used with their origin at the center of mass of the protein. A mesh
of points was constructed on the spherical surface, each point
associated with a direction, �i � (�i, �i). At each point along any
radius vector ri the contribution from the protein and solvent
atoms to the total volume density function was calculated. The
protein and solvent contributions vary monotonically with
the radius. Their intersection was considered to define locally the
protein surface along the direction �i, which we denote by SP(�i).
Expanding the surface points, ri over spherical harmonics Ylm(�,
�) allows the protein surface to be represented as an analytical
function of the radial angles � and �. The required angular
integrations on the sphere were computed by using the Gauss-
ian-like quadrature scheme due to Lebedev (28), applied with
1,202 grid points. The directions of the grid points and the
associated weights were taken from ref. 29. To our knowledge,
this is the finest-available grid for Lebedev integration. The grid
was sufficiently fine that all of the quantities examined here had
converged.

Pair Correlation Functions. Protein–water pair correlation func-
tions (PCFs, proximal pair correlation functions) were calcu-
lated according to the ‘‘proximity criterion’’ (30). To do this
calculation, each solvent molecule was assigned to the protein
atom to which it was closest and was represented by a Gaussian
sphere of effective radius 1.5 Å (calculated from the excluded
volume of the water molecule). The volume fraction of the shell
around a given protein atom, required for the number density
evaluation, was calculated with the Lebedev integration method,
by distributing 1,202 Lebedev integration grid points over each
spherical shell of radius r from the protein atom considered. At
each grid point the volume density of the proximal water
molecules was estimated by summing over the Gaussian spheres.
If the volume density at the given grid point was greater than a
value, �, then this grid point was chosen to contribute to the
fractional volume. The value of � was 0.21, determined from the

normalization condition that number density equals the bulk
density for r � 6 Å. All other grid points were set to zero. Thus,
the value of the PCF is the ratio between the number density �(r)
obtained and the bulk density.

Surface Topographic Perturbation. The surface topographic per-
turbation, h(�) was calculated as the difference between mul-
tipolar expansions of the protein surface at two different reso-
lutions, h(�) � SL1 � SL2, (L1 � L2). For L2, a value of 3 was
chosen. Cavities smaller in diameter than a water molecule (3.5
Å) were excluded. To do this calculation, we recall that at any
given radius R the spatial resolution of the protein surface given
by an Lth-order multipolar expansion is �R�L. Therefore, the
multipolar expansion was truncated at L1 � 15 at R � 17 Å (the
average radius of the protein surface).

Results
The PCFs, g�(r) between the water oxygen atoms and the
protein surface C, N, and O atoms are shown in Fig. 1 together
with the corresponding experimental results of ref. 14. The
simulation-derived and experimental functions agree well. A
control simulation was performed of pure water under the
same conditions as for the solvated lysozyme simulation. The
standard radial distribution function g(r) from this simulation
is also shown in Fig. 1 and is also in good agreement with
experiment (31).

The calculated SAS intensities are compared with experiment
in Fig. 2. � values, a measure of the similarity between the
calculated and experimental profiles, are given in Table 1

Fig. 1. PCF, g�(r) between protein surface atoms (O, N, and C) and water
oxygen atoms (solid curves, labeled as ‘‘sim’’) calculated by using the ‘‘prox-
imity criterion’’ as described in Methods, together with the corresponding
experimental data (‘‘exp’’) from ref. 14, and that for the bulk water simulation
(blk). Also shown is a comparison between experiment (blk-exp) and simula-
tion (blk-sim) of g(r) for the bulk water oxygens, calculated as g(r) � ��(r)��
��(�)�, where �(r) is the number density. The difference in the shape of the bulk
water g(r) and the O–O g�(r) arises from the definition of the functions.
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together with radii of gyration, Rg, determined with the low-q
Guinier approximation, I(q) � I0 exp(�q2Rg

2�3) (32). The agree-
ment between the simulation-derived and experimental profiles
and radii of gyration is found to be excellent, and the differences
between the three types of experiment (x-rays in H2O, neutrons
in D2O, neutrons in H2O) are also well reproduced. To examine
the influence of explicit solvent, the profiles were computed with
the explicit solvent included (by including all protein and solvent
atoms in the scattering profile calculations) and with it not
included (including only the protein atoms, with the entire
solvent region modeled as bulk continuum). The � values in
Table 1 show that for all three types of scattering the calculated
profile is significantly closer to experiment when the solvent

molecules are explicitly included. This result confirms previous
studies indicating that it is necessary to take into account
hydration effects in SAS studies (15, 33, 34).

Fig. 3 shows the density profile, �(d), of the water around the
protein, where d denotes the radial distance from the protein
surface. A large peak is seen at �2 Å, at which the water density
is nearly 50% higher than that of bulk water. Integration of �(d)
between 0 and 3 Å (approximately the first hydration layer) gives
a �15% density increase over the bulk.

We now investigate to what extent the �15% increase of �(d)
over the average bulk value is caused by perturbation of the water
structure from that of bulk water. Even if the water structure was
unperturbed there could be a pure ‘‘geometric’’ or ‘‘correlation’’
effect in the distribution of atoms that could lead to a nonuni-
form density distribution. This effect arises from the fact that the
protein surface is defined to run between the two sets of atoms
(water and protein) and therefore is at nonrandom distances
from the water oxygens. Consequently, the structure of the bulk
water radial distribution function may be partly reflected in �(d).
To determine this ‘‘unperturbed water’’ effect the protein sur-
face was superposed onto the results of a control simulation of
pure water, and the water molecules inside the surface were
denoted as fictitious ‘‘protein’’ atoms. The procedure of deriving
the surface was then repeated for the fictitious protein, and the
corresponding water density profile, �0(d), was calculated. �0(d),
therefore, is the density profile expected if the water around the
protein was structurally unperturbed from the bulk. Fig. 3 shows
that, indeed, �0(d) does resemble �(d). However, the difference,
�(d) � �0(d), which gives the perturbing effect of the protein on
the water radial density distribution, is also significant (Fig. 3
Bottom). Integration of �(d) � �0(d) over d � 0–3 Å gives 5%.
Therefore, of the 15% density increase over the bulk in the first

Fig. 2. Comparison of calculated (solid lines) with experimental x-ray and
neutron SAS profiles (taken from ref. 15). In the main figure the y axis of
different profiles is shifted for clarity. Inset shows calculated SAS intensities
with common origin.

Table 1. Comparison of experimental and simulation-derived
scattering profiles

Rg
ex, Å Rg

sm, Å �cs
2 �es

2

X-ray 15.4 	 0.2 15.3 	 0.2 0.90 0.61
n�H2O 13.8 	 0.2 13.6 	 0.2 2.88 2.77
n�D2O 12.4 	 0.2 12.5 	 0.2 2.09 1.91

The quality of the agreement is given by the � function defined as follows:
�2 	 1�(N 
 1)
i

N[Ism(qi) 
 Iex(qi)��i]2, where �i denotes the SD of the ith
experimental point. � is given for calculations in which the solvent molecules
are included explicitly (�es) and when they are represented by a continuum
(�cs). The x-ray simulation and experimental results are in significantly better
agreement than the neutron profiles, because of the improved statistical
accuracy of the experimental x-ray profile at high q. Radii of gyration were
obtained by fitting the profiles to the Guinier law in the range qRg � 1. The
differences of Rg between the different types of scattering originate in
variations in the distribution of scattering lengths in the systems as described
in ref. 15. The geometric mass-weighted Rg obtained from the MD simulation
atomic coordinates is 14.12 	 0.10 Å, about 5% lower than the x-ray and
5–10% higher than the neutron scattering values. The 	0.10 Å fluctuation in
the MD geometric Rg arises from the internal protein dynamics.

Fig. 3. Relative water density � as a function of distance from the protein
surface, d, expressed as percentage deviation from average bulk water density
�(d) � ��(d)����(�)� � 1. Error bars denote the statistical error caused by
dynamical fluctuations in the simulation. The surface, defined as a boundary
of the protein, is separated on average by �1.3 Å from the protein surface
atoms.
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hydration layer, about one-third originates from perturbation of
the water structure from the bulk.

In Fig. 1 the radial density distribution g�00(r) for pure water
(‘‘blk’’) is more sharply peaked than the distribution relative to
the protein surface oxygens [g�00(r) ‘‘sim’’]. In contrast, in Fig.
3 the water density distribution relative to the protein surface is
sharper and narrower than that for pure water mapped relative
to a fictitious surface separating a protein-sized and -shaped
volume of water from the rest in a realistic water simulation. The
explanation of this apparent paradox lies in the fact that that the
layer of protein atoms in the protein surface is more densely
packed than the corresponding layer of water molecules inside
the fictitious water surface. Indeed, the ratio of the protein to
water densities calculated in a layer between 3 and 4 Å inside the
surfaces in the two simulations is 1.2.

We next determine the change in average water structure
associated with the density perturbation. There are two pos-
sible contributions to the density increase, one caused by an
increase of the coordination number and the other caused by
contraction of the O–O distance. Fig. 4A shows the average
rO–O as a function of d. In the region below 3 Å a statistically
significant contraction of �0.8% is seen, corresponding to a
�2.4% volume reduction. As shown in Fig. 4B the coordina-
tion number also increases. Integration over the coordination

number difference provides the remaining �2.6% of the
volume reduction. The sum of these two effects is �5%, i.e.,
the same value as obtained with the alternative method
[�(d) � �0(d)] described above.

The final question addressed concerns which aspects of the
protein surface determine the water density variations. A series
of calculations (not shown) showed no clear relationship be-
tween the hydration shell water density and the chemical char-
acteristics of the surface atoms or residues, e.g., whether polar�
nonpolar, hydrophobic�hydrophilic. The exception to this is
groups with net charges, about which the density is increased.
However, these charged groups make up only 5% of the protein
surface and therefore have only a small effect on the average
density profile properties.

In a simpler picture, the physical properties of the protein
surface envelope can be considered to be determined by the
envelope shape and its associated electrostatic properties.
Therefore, we examined these and whether they are correlated
with the density.

The average orientation of water dipoles with respect to the
protein surface normal is shown in Fig. 4C. A completely
unperturbed distribution, i.e., that of bulk water, is uniform with
probability 1�2. The distribution at d � 4 � 6 Å shows a small
preference for low angles over high angles. For the layer d �
1.4 � 2.4 Å the skew is considerable, in the form of a broad
maximum centered at �45°. This result indicates a more per-
pendicular alignment of the water dipoles with respect to the
normal vectors from the protein surface. A perturbation is also
seen in the relative orientation of the dipoles of neighboring
water molecules. This effect is shown in Fig. 4D, which demon-
strates that as the protein surface is approached lower angles are
more highly populated, i.e., the dipoles align more parallel with
each other. Inspecting the dipole orientational distributions at
sites on the protein surface of varying density (not shown)
revealed that the dipole orientational perturbations are highly
correlated with the water density, i.e., high-density regions are
those with dipoles more parallel to each other and more
perpendicular to the surface normal.

The variations with water density of topographic and electro-
static properties of the protein surface are plotted in Fig. 5. We
define the surface topographic perturbation, h(�), as the dif-
ference between multipolar expansions of the protein surface at
two different resolutions, one low (smooth) and one high (rough)
(see Methods). This function is negative for depressions (grooves
or cavities) in the surface and positive for protuberances, with
the magnitude (in Å) determined by the depth of the depression
or height of the protuberance. Fig. 5A shows that h(�) is clearly
correlated with the local water density, the denser regions
occurring in the surface depressions.

Fig. 5 B and C shows how the water density varies with the
electrostatic field generated by the protein atom partial charges
at 1.5 Å from the protein surface. Fig. 5B shows that high density
occurs in fields for which the component parallel to the surface
normal is negative. In this field the hydrogen atoms are closer to
the surface than the oxygen atoms, an organization found to
predominate in a neutron diffraction analysis of cubic insulin
crystals (7). The strength of the field tangential to the surface is
also correlated with the density over the most highly populated
field values (0.005–0.03 Å�2), with higher tangential field
strengths accompanying higher density (Fig. 5C). Finally, Fig. 6A
shows that the strength of the parallel component of the electric
field and the surface topographic perturbation are related:
positive field strengths are found for positive values of h(�), i.e.,
for surface protuberances.

The above results present a coherent picture of electrostati-
cally driven protein surface water density effects. In depressions
in the protein surface, water molecules are less exposed to the
disorienting effect of bulk solvent. Therefore, they tend to orient

Fig. 4. (A) Average water O–O distance as a function of distance from the
protein surface d. (B) Average coordination number of water molecules as a
function of d for perturbed (solid line) and unperturbed (dashed line) cases. (C)
Distribution of angle � of water dipoles, �i, with respect to the surface normal
3
ni. (D) Difference between distributions of relative orientations of neighbor-
ing water dipoles in perturbed (w�) and unperturbed (w�

0) cases.
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themselves to follow the electrostatic field lines generated by the
protein atoms. This effect is demonstrated further in Fig. 6B.
When the electrostatic field is calculated including both the
protein and water atom charges, then the resulting field vectors
and the water dipoles are well aligned and independent of
density. When only the protein partial charges are used, the
alignment, although weak, is nonrandom (random would be 90°)
and stronger in high-density regions.

Conclusions
The incentive for this work was to explain the increased density
of the first hydration shell of lysozyme as indicated by low-
resolution neutron and x-ray scattering measurements. Fig. 2
demonstrates that the computer simulation agrees with the
low-resolution data. Furthermore, the present work reveals the
physical origin of the high density of the hydration layer. About
two-thirds of the observed density increase over bulk water arises
from a geometrical effect caused by the definition of the surface.
This contribution would arise even if the water density was not
at all perturbed by the presence of the protein. On top of this
effect, however, is a �5% density increase caused by perturba-
tion of the average water structure from bulk water. About half
of this density increase arises from shortening of the average
water–water distances, and the other half arises from an increase
in the coordination number. Although the nearest-neighbor
water molecules are generally further from the protein atoms

than they are from water atoms in bulk water, the higher density
of protein atoms in the protein surface constrains the water
density on the protein surface to be higher than in any compa-
rable shell in pure water.

In harmony with the present work, in several recent studies
(35–37) no clear relationship between first-shell water density
variations and the hydrophobicity�hydrophilicity of chemical
groups has been found. Moreover, in the present simulation,
although the water oxygen:surface protein atom PCFs in Fig. 1
vary with the protein atom element concerned (C, N, or O), these
differences do not persist in the corresponding surface density
profiles (not shown). The reason for this effect stems from the
fact that the surface shape is determined by the exclusion volume
radii for the atoms. As a result the positions of the first peaks in
the corresponding surface density profiles are shifted relative to
the PCFs, approximately canceling out the differences seen in
Fig. 1.

We do find clear density effects if a simple view of the protein
surface is taken, in which it is considered to be an envelope with
an associated electrostatic field generated by the protein atom
partial charges. A relationship between peptide hydration struc-
ture and surface topography has been demonstrated in computer
simulations of melittin in water (17, 18). Moreover, analysis of
the corresponding densities of some crystallographically re-
solved water molecules revealed that concave cavity regions are
of higher water density (19, 20). The present results are in
agreement with refs. 19 and 20 in that surface topography is
found to be strongly related to water density and depressions in
the protein surface contain higher-density water. However, the
present results generalize this effect to the whole protein:solvent
interface rather than just a small proportion of crystallographi-
cally resolved solvent molecules, and, moreover, a clear electro-
static effect is demonstrated here. In depressions on the surface
the water molecules have a stronger tendency to align with the

Fig. 5. Density increase in the 0 –3 Å layer as a function of: (A) surface
topographic perturbation, h(�); (B) component of electrostatic field par-
allel to the surface normal, E�(�); and (C) component of electric field
tangential to the surface, E�(�). Average increase in density is denoted by
dashed line at 5.1%.

Fig. 6. (A) Correlation between E�(�) and h(�). (B) Correlation of angle
between water dipoles and electrostatic field with the density. Solid line:
Electrostatic field calculated only from protein atoms. Dashed line: electro-
static field calculated from the entire system (protein and explicit water
atoms).
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electrostatic field generated by the protein atoms. This effect can
be simply understood, as in a depression water molecules are less
exposed to the randomizing, disorienting effect of neighboring
water molecules. They align more tangentially to the surface
than if they were unperturbed and more parallel to each other
than in bulk water, leading to higher-density packing.

Further understanding of global hydration properties of pro-
teins will require still more detailed decomposition of the various
forces competing to determine surface water structure and
dynamics. The effect of varying the potential functions used on
the numerical values of the quantities obtained here will also be
of interest, although the general trends revealed are not expected
to be affected. Crystallographic structures of lysozyme exist in
various crystal forms (10, 24, 38, 39). Comparison of the
hydration structures derived by MD simulation of lysozyme in

the crystalline state with experiment will provide a stringent test
of the simulation methodology. Comparison with the present
simulation will provide much information on the effect of
crystalline environment on hydration structure. This work is in
progress. Merging the structures of proteins in different crystal
forms can provide an approximation to the hydration structure
in solution (8). More generally, the present analysis demon-
strates the usefulness of detailed simulation in the interpretation
of experimental scattering results so as to obtain a simple
physical picture of global protein hydration.
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