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We test the hypothesis that motivational and cognitive processes
are linked by a specific neural system to reach maximal efficiency.
We studied six normal subjects performing a working memory
paradigm (n-back tasks) associated with different levels of mon-
etary reward during an fMRI session. The study showed specific
brain activation in relation with changes in both the cognitive
loading and the reward associated with task performance. First,
the working memory tasks activated a network including the
dorsolateral prefrontal cortex [Brodmann area (BA) 9�46] and, in
addition, in the lateral frontopolar areas (BA 10), but only in the
more demanding condition (3-back task). This result suggests that
lateral prefrontal areas are organized in a caudo-rostral continuum
in relation with the increase in executive requirement. Second,
reward induces an increased activation in the areas already acti-
vated by working memory processing and in a supplementary
region, the medial frontal pole (BA 10), regardless of the level of
cognitive processing. It is postulated that the latter region plays a
specific role in monitoring the reward value of ongoing cognitive
processes. Third, we detected areas where the signal decreases
(ventral-BA 11�47 and subgenual prefrontal cortices) in relation
with both the increase of cognitive demand and the reward. The
deactivation may represent an emotional gating aimed at inhibit-
ing adverse emotional signals to maximize the level of perfor-
mance. Taken together, these results suggest a balance between
increasing activity in cortical cognitive areas and decreasing activ-
ity in the limbic and paralimbic structures during ongoing higher
cognitive processing.

Motivation (i.e., ‘‘that pushes one to act’’) and executive
processes (i.e., that provide the plan) are the two essential

dimensions that determine one’s goal-directed actions. The
prefrontal cortex (PFC) is thought to play a central role in both
dimensions. Converging data favor the existence of two parallel
neural networks within the PFC: one, including the dorsolateral
PFC (DLPFC), involved in working memory (WM) and planning
and the other, including the ventral PFC (VPFC) and to some
extent the ventral medial areas (MPFC), associated with reward
sensitivity and motivation (1, 2). Nevertheless, one cannot
conceive that these two neural networks are unrelated. To
perform actions appropriate to a goal, an interface should be
created between motivational and cognitive systems, and inte-
grated behavioral responses require that these two networks
have converging nodes.

One way to study interaction between cognition and motiva-
tion is to elaborate experimental paradigms that cross these two
dimensions in one given series of tasks. For instance, a given
complex cognitive task could be performed with different
rewarding values associated to the level of performance. Only a
few studies in humans have used this kind of paradigm (4–8). In
the monkey, results obtained by recording some DLPFC neurons
during WM tasks in association with different rewards indicate
that context influences the level of activation of the DLPFC (9).
This influence may be driven by neurons in the VPFC, given the
putative role of the latter structure and recent data showing its
connectivity with the DLPFC (10, 11).

Here, we tested the hypothesis that, even though Motivation
and WM are mediated by different neural networks, a specific
neural system should exist that bridges these two essential
processes, to reach maximal efficiency. This hypothesis could be
considered as validated if one detects: (i) a cerebral network
specific to WM processing (i.e., regardless of the contextual
value of the task); (ii) a cerebral network specific to the
contextual value of the task but independent of the level of
processing within WM; and (iii) areas in the WM networks
modulated by reward associated with performance or areas
activated by both the level of WM processing and the rewarding
value of the tasks (i.e., where increase or decrease of hemody-
namic signal is observed). To test this hypothesis, we used fMRI
to study brain activation in normal subjects in the ‘‘n-back
paradigm,’’ allowing us to manipulate the level of processing
within WM and the values of real monetary reward associated
with the performance of the task.

Materials and Methods
Subjects. Six right-handed healthy volunteers (two women and
four men, age ranging from 18 to 30 years old) with no history
of neurological or psychiatric disease participated in this study.
The experiment was approved by the Ethics Committee for
Biomedical Research of the Salpêtrière Hospital.

Task Design. Subjects performed a letter variant of the n-back
procedure (12–14), according to which subjects were to indicate
whether a letter presented on the screen (the ‘‘target’’ stimulus)
was similar or different from a letter previously presented (the
‘‘cue stimulus’’; see Fig. 1a). This procedure requires the par-
ticipant to maintain and permanently update the relevant pieces
of information in WM. Load and mental manipulation within
WM were incremented by using three different levels of the
n-back task: 1-back (maintenance of one piece of information in
WM within the interval between the cue and the target stimuli)
and 2- and 3-back (interposition of one or two distractors
between the cue and the target stimuli, each distractor becoming
a cue for the next trial). Letters were successively presented on
a screen. Each presentation triggered a choice response: is this
letter ‘‘different from’’ or ‘‘identical’’ to a previously presented
letter? Subjects responded either by pressing the right or left
button if the target was identical or different from the cue,
irrespective of the case. Depending on which n-back condition
(1-, 2-, or 3-back) was performed, the response was to match the
current letter to the one seen 1, 2, or 3 presentation backward.
In addition, subjects performed a control task (virtually without
WM processes) called the 0-back task, which required subjects to
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simply identify a single prespecified letter (i.e., an ‘‘X’’). All
conditions consisted of a pseudorandom sequence of 12 conso-
nants varying in case. The total duration of a given trial—from
instruction to feedback—was 50 s. Trials were separated one
from another by a 12-s interval (see Fig. 1b).

The n-back and control tasks were performed in association
with different values of monetary reward. Therefore, the in-
struction panel delivered information regarding the type of
cognitive task (0-, 1-, 2-, or 3-back) to be performed and
information about the rewarding value of the ongoing trial. The
symbols ‘‘0,’’ ‘‘10,’’ or ‘‘100’’ indicated that the trial would be no
(0), weakly (10), or highly rewarded (100). However, subjects
were not informed about the precise amount of money associ-
ated with these symbols to avoid the mental calculation of their
putative gains. Subjects were told that the more accurate their
responses, the more they would win. They could earn up to 2,000
French francs (�285 U.S. dollars). Rewarded trials were ran-
domly distributed among all of the trials. Each of the rewarded
conditions was presented three times for each of the n-back
tasks, whereas, the nonrewarded condition was presented four
times. During fMRI acquisition, subjects were required to
perform five separate runs. Each run was composed of two trials
of each condition (0-, 1-, 2-, and 3-back; Fig. 1b). Practice trials
were performed by the subjects outside and inside the scanner.

Functional Magnetic Resonance Imaging. Visual stimuli were pro-
jected using an active matrix video projector (EGA mode, 70 Hz
refresh rate; Eiki, Osaka, Japan) and presented on a screen
viewed through mirror glasses. Two response buttons connected
to a PC in the control room running EXPE 6 software (15) were
given to the subjects. The subject’s head was firmly positioned in
a foam-rubber holder that minimized movement.

Functional images were acquired on a 3-Tesla whole-body
scanner (Bruker), using T2* weighted gradient echo, echo-
planar imaging sequence, sensitive to blood oxygen level-
dependent (BOLD) contrast (repetition time 2,000 ms, echo
time 40 ms, f lip angle of 90°, matrix 64 � 64, field of view 220 �
220 mm). The images consisted of 30 contiguous axial slices
(interleaved acquisition), with 5 mm thickness and 3.4 � 3.4 mm
in plane resolution. To allow the equilibrium to reach its
steady-state, four volumes corresponding to an 8-s delay were
introduced before each run and were always discarded from
analysis. Thus, during each run, 272 volumes of 30 slices were
continuously acquired over a total duration of 544 s. High-
resolution T1-weighted anatomical images were acquired in the

same session (gradient-echo inversion-recovery sequence, rep-
etition time 1,600 ms, echo time 5 ms, matrix 256 � 256 � 128,
field of view 220 � 220 mm, slice thickness 1 mm).

Statistical Analysis. All fMRI data were processed using the SPM99
software package (Wellcome Department of Cognitive Neurol-
ogy, London) modified for fMRI (16). For each subject, ana-
tomical images were transformed stereotactically with nine
linear rigid transformations to the Talairach coordinate system
(17). The functional scans, corrected for subject motion (18),
were then normalized using the same transformations and
smoothed with a 5-mm full-width half-maximum Gaussian filter.
Then, all subjects were pooled together and statistical parametric
maps (SPM) were computed using the general linear model with
separate hemodynamic basis response function modeling MR
signal responses of each period of the tasks (instruction, n-back,
delay, feedback). Overall signal differences between runs were
also modeled as covariates and a temporal cut-off of 1,072 s was
applied to filter-subject-specific low-frequency drift, mostly re-
lated to subject biological rhythms and magnetic field drift.
Estimates were obtained for each phase of the tasks, for each
type of task and for each rewarding situation. An SPM {F} map
was obtained, reflecting significant activated voxels according to
the model used (P � 0.05). To test hypotheses about regionally
specific condition effects, the estimates were compared using
linear contrasts. The resulting set of voxel values for each
contrast constituted an SPM {T} map. The resulting set of T
values was then thresholded at P � 0.05, corrected for multiple
comparisons across the volume. For areas with high anatomical
a priori hypothesis, a P � 0.001 uncorrected threshold was also
used.

Analyses were performed for estimates associated with the
n-back phases of the tasks (i.e., excluding the period preceding
and following the execution of the task). First, to determine the
cerebral network associated with the n-back tasks, we only
analyzed the nonrewarded conditions: the overall effect of the
n-back was obtained by subtracting the 0-back to the 1-, 2-, and
3-back conditions. Effects of increase in load were measured by
comparing the estimates of the different n-back tasks (1- vs.
0-back, 2- vs. 1-back, and 3- vs. 2-back). To extract the common
cerebral network associated with all of the WM tasks, we used
an inclusive mask technique aimed to determine the intersection
of SPM {T} maps of the 1- vs. 0-back, 2- vs. 0-back, and 3- vs.
0-back comparisons. Brain areas where the signal significantly
increased in a progressive mode from the 1- to the 3-back tasks
were isolated by intersecting the SPM {T} maps of the 3- vs.
2-back, the 2- vs. 1-back, and the 1- vs. 0-back comparisons
(‘‘inclusive masking’’). To detect deactivated areas associated
with WM, we also compared the 0-back to the 1-, 2-, and 3-back.

To evince the cerebral regions activated in association with the
monetary reward, we contrasted all of the high rewarded con-
ditions to the nonrewarded conditions. To detect areas specifi-
cally activated by the reward, regardless of the n-back effect, we
discarded activation related to the n-back by masking all voxels
above threshold (P � 0.05 corrected; ‘‘exclusive masking’’)
activated by the contrast of n-back vs. control tasks. To show the
areas commonly recruited by reward and WM, the exclusive
mask was replaced by an inclusive one (i.e., selecting all voxels
common to both reward and n-back effects).

To evince brain areas deactivated by the reward, we contrasted
the nonrewarded to the highly rewarded conditions. Exclusive
and inclusive masking were also applied using the results of
the above contrast and those from the control vs. n-back
comparison.

For each subject, signal-to-time curves were calculated for
voxels with the highest T values in regions of interest (ROIs).
These regions were chosen either because of their importance in
the WM network [the DLPFC cortex; Brodmann area (BA)

Fig. 1. (a) An example of a trial illustrating the schematic representation of
the 3 WM (n-back) and the control (0-back) tasks. (b) Schematic representation
of one run; in each run, there were two trials of each condition (0-, 1-, 2-, and
3-back). Rewarded conditions were pseudorandomly distributed across trials.
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9�46] or their putative role in motivation and emotion (the
subgenual and MPFC [BA 25�32], the VPFC [BA 11�47], the
frontopolar cortices [BA 10]) (2, 19, 20). These curves were
obtained by dividing all data point value by the overall mean
value of the subject’s voxel signal. Curves obtained were then
averaged across subjects to obtain a mean time course of fMRI
signal for each cognitive task and reward value.

Response accuracy and reaction time were recorded. Both
data were entered into repeated-measure ANOVAs with load
(0-, 1-, 2-, and 3-back) or reward (high, low, and no reward) as
within-subject factor.

Results
n-Back Tasks Without Monetary Reward. Behavioral data. The
ANOVA showed a significant effect of load on response accu-
racy [F(3,60) � 49, 12; P � 0.001] and reaction time [F(3,60) �
36,30; P � 0.001].

fMRI data, activation. The overall positive effect of the n-back
(1- � 2- � 3-back vs. 0-back comparison) revealed a network
including the intraparietal sulci (BA 7�39�40), the premotor
(BA 6), the lateral and the ventral prefrontal cortices (BA
9�10�44�45�46), and the cerebellum. Compared with the
0-back, the 1-back revealed bilateral activation in the intrapari-
etal sulcus (BA 7�40), the supplementary motor area (SMA; BA
6), the lateral premotor cortex (BA 6), the DLPFC cortex (BA
9), and the anterior insula. The 2- vs. 1-back comparison showed
the same activated areas but at a larger extent, particularly in the
DLPFC (BA 9�46). Activation was also observed in the left
inferior PFC (BA 44�45), the fusiform gyrus (BA 37), and the
cerebellum. The comparison of the 3- to the 2-back showed a
large bilateral increase of activity extended, in its lateral aspect,
from superior parietal lobule (BA 7) to the superior frontal
gyrus (BA 9�10) and, in its medial aspect, to the MPFC (BA
6�8�10) and the anterior cingulate cortex (ACC; BA 32). All of
the areas activated by the 1-back were included in the other WM
tasks—namely, the parietal, premotor, and prefrontal cortices.
Time-course curves in the DLPFC demonstrated the progressive
increase of the hemodynamic signal associated with the increase
in load (1-, 2-, and 3-back; Fig. 2a).

fMRI data, deactivation. Areas deactivated were assessed by
contrasting the 0-back to the 1 � 2 � 3-back conditions. This
contrast showed areas deactivated in the anterior MPFC (BA
10�11), the VPFC (BA 11�47), and the anterior insula. The
amygdala, the hippocampus, the temporal pole (BA 20), and the
posterior cingulate cortex (BA 23�24) were also deactivated, as
well as the ventral striatum and the subgenual PFC (SGPFC;
BA 25), but at a lower threshold (P � 0.001 uncorrected; Figs.
2b and 3).

n-Back with Monetary Reward. Behavioral data. No significant
effect of reward on response accuracy [F(2,60) � 0,73; P � 0.49]
and reaction time [F(2,60) � 0.03; P � 0.96] was observed.

fMRI data, activation. Exclusive mask (i.e., the detection of
areas specifically activated by the reward effect) allowed us to
isolate medial and polar PFC (BA 10), the posterior cingulate
(BA 31), the middle temporal gyrus (BA 21), the body of the
right caudate nucleus, and the cerebellum. At a lower threshold
(P � 0.001 uncorrected), additional activation was found in the
posterior aspect of the ACC (BA 24�32), the right hippocampus,
the left superior temporal gyrus (BA 42), and the body of the left
caudate nucleus (Table 1, Fig. 4a). Time curves of signal changes
in the medial frontal pole (BA 10) showed a progressive increase
of the hemodynamic signal associated with the increase of the
rewarding value (no, low, or high reward; Fig. 2 c and d).

Inclusive mask (i.e., areas activated by the increase of reward
and load in the n-back tasks) isolated activation in the superior
and middle frontal gyri (BA 10�46), the left middle frontal gyrus
(BA 46), the occipital-parietal sulcus (BA 19), and the cerebel-

lum. At a lower threshold (P � 0.001 uncorrected), activities
extended to the left PFC (BA 44 and BA 9�46) and the ACC (BA
32) (Table 1, Fig. 4b).

fMRI data, deactivation. Deactivation associated with reward
(highly rewarded vs. nonrewarded conditions, ‘‘exclusive mask-
ing’’) was observed in the medial and superior frontal gyrus
(BA 10), the left VPFC (BA 11�47), the SGPFC (BA 25), the
right superior frontal sulcus (BA 8), the right insula, the right
middle and superior temporal gyri (BA 22), the temporal pole
(BA 21), the hippocampus, and the ventral striatum. At a lower
threshold (P � 0.001 uncorrected), the ACC (BA 24) and the
left superior frontal sulcus (BA 8) were also deactivated (Table
1, Fig. 4c).

The common effect of reward and WM (inclusive masking)
showed deactivation in the MPFC (BA 10�32) and in the left
temporal pole (BA 21). At a lower threshold (P � 0.001,

Fig. 2. Averaged fMRI signal time-course curves for selected voxels in (a) the
right DLPFC (signal increased with task difficulty), (b) the SGPFC (signal de-
creased with task difficulty; �, 0-back; ■ , 1-back; Œ, 2-back; ‚, 3-back); (c) the
left lateral frontal pole and (d) the left rostral DLPFC (where signal increased
with the increase of rewarding value); (e) the ventral striatum; and ( f) the
MPFC (where the signal decreased with the increase of rewarding valued; �,
high reward; F, low reward; ‚, no reward). Gray area corresponds to the
n-back period per se. The time-scale unit is expressed as TR (repetition time; 2 s
per TR).

Fig. 3. Cerebral deactivation associated with the increase of difficulty, as
observed when the control task is compared with all of the working memory
tasks (P � 0.001 uncorrected), superimposed on two coronal slices (y � 12 and
y � 39) and one sagittal slice (x � 0). Deactivation can be observed in the
ventral striatum (Left), in the SGPFC (Center), in the VPFC, and in the ACC
(Right).
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uncorrected), the left VPFC (BA 11�47), the right temporal pole
(BA 21), and the right hippocampus were also deactivated (Table
1, Fig. 4d). Time curves of signal changes in the ventral striatum
and the MPFC (BA 10�32) showed a decrease of the hemody-
namic signal associated with the increase of the reward (no, low,
or high reward; Fig. 2 e and f ).

Discussion
Brain Areas Activated by Working Memory and by Associated Reward.
Congruent with the well defined neural architecture of WM (19),
our study demonstrates activation in a cerebral network includ-
ing: (i) a storage buffer mediated by the parietal cortex (BA
7�40) and at a lesser extent a subvocal rehearsal system mediated

Table 1. Activation and deactivation associated with reward

Specific Common

Brain area BA

Stereotaxic coordinates

T score Brain area BA

Stereotaxic coordinates

T scorex y z x y z

Positive reward effect
Cerebellum R 3 �75 18 6.02 Middle frontal gyrus L 10�46 �39 54 12 6.35*
Mesial frontal cortex 10 0 57 0 5.90* Parieto-occipital sulcus R 19 21 �66 39 5.59*
Superior frontal gyrus L 10 �15 63 9 5.63* Cerebellum R 48 �51 �21 5.22*
Cerebellum L �54 �57 �18 5.86* Cerebellum L �54 �60 �15 5.11*
Precuneus R 31 15 �63 27 5.23* Superior�middle

frontal gyrus
R 10 24 48 0 5.00*

Middle temporal gyrus R 21 57 �42 �12 5.09* Middle frontal gyrus L 46 �48 42 15 4.94*
Caudate nucleus R 15 3 24 4.98* Inferior frontal gyrus L 44 �60 12 27 4.39
Caudate nucleus L �18 9 24 4.06 ACC L 32 �3 27 33 4.20
Hippocampus R 33 �27 �18 4.59 Inferior frontal gyrus L 10�44 �48 48 0 4.07
Posterior ACC L 24�32 �3 24 33 4.47 Middle frontal gyrus L 9�46 �33 51 27 3.77
Superior temporal gyrus L 42 �63 �9 12 4.43

Negative reward effect
Hippocampus L �27 �24 �15 6.83* Mesial frontal cortex L 10�32 �12 45 �6 6.84*
Insula R 36 �6 18 6.56* Mesial frontal cortex R 10�32 6 42 �3 5.93*
Temporal pole L 21 �48 6 �24 6.56* Temporal pole L 21 �48 6 �27 5.04*
Superior�middle

frontal gyrus
L 11 �9 39 �9 6.51* Orbital sulcus L 11�47 �27 39 �12 4.75

Middle temporal gyrus R 22 45 �30 3 6.42* Temporal pole R 21 42 6 �30 4.02
Hippocampus R 24 �27 �18 6.18* Hippocampus R 36 3 �18 3.71
Orbital sulcus L 11 �18 45 �9 6.18*
Parital-occipital

junction
R 39 33 �54 24 5.83*

Orbital gyrus L 47�11 �27 24 �6 5.60*
Anterior insula L �27 24 �6 5.60*
SGPFC�ventral striatum 25 0 9 �12 5.54*
Insula R 51 �3 �12 5.09*
Superior frontal gyrus R 8 27 3 42 4.85*
ACC L 24�32 �12 39 6 4.69
Superior frontal sulcus L 8 �21 18 39 4.25
Superior frontal sulcus R 8 12 45 36 4.08

ACC, anterior cingulate cortex; threshold, P � 0.001 uncorrected (T � 3.09); *, P � 0.05 corrected (T � 4.79).

Fig. 4. Cerebral activation and deactivation (P � 0.001 uncorrected) superimposed on sagittal views related to (a) activation associated with reward (slices are
centered on the Talairach’s coordinates: x � 0, y � 57, z � 0), (b) activation common to reward and WM (slices are centered on the Talairach’s coordinates: x �
39, y � 54, z � 12), (c) deactivation associated with reward (slices are centered on the Talairach’s coordinates: x � 0, y � 9, z � �12), and (d) deactivation common
to the reward and WM (slices are centered on the Talairach’s coordinates: x � �12, y � 42, z � �6).
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by the left inferior PFC (BA 44�45); and (ii) an executive
component mediated by the DLPFC (BA 9�46). Also supportive
of the previously published work (12, 21) is the progressive
extension in size and intensity of activation in the above areas
following the progressive increase in load and manipulation of
information. Previous studies indicated that the DLPFC activa-
tion is related to the WM executive components (12–14, 21, 22),
whereas the ACC activation may be associated partly with error
monitoring (23) and�or attentional processes (24, 25).

In addition to these well recognized structures for WM, this
study provides new insights that may help in the understanding
of WM processing and its relation to the PFC. The more
demanding WM task—the 3-back task—activated specific areas,
in particular the lateral frontopolar region [i.e., the lateral
portions of BA 10, which lie rostral to the DLPFC and the
interim areas on the lateral borderline of area 10 (areas 10�46
and 9�10)] (26). It has recently been suggested that the lateral
frontopolar areas are recruited when one needs to maintain a
main goal while performing a concurrent task, such as a WM task
(‘‘cognitive branching’’; ref. 27). The 3-back task is prototypic of
this situation because subjects should at each moment: (i) decide
which piece of information should be selected for the response,
and (ii) keep in mind those to be used later and those to be
deleted from WM. Our data, in accordance with previous
observations in reasoning or planning tasks (for review, see ref.
28), suggest that the lateral frontopolar regions are recruited in
tasks that maximize the demand in executive processing.

Coupling cognitive performance to monetary reward induced
additional activation that provides useful information on the
interaction between the neural network of reward and the one
of WM. When the tasks associated with a high monetary
rewarding value were compared with the same tasks with no
money at stake, additional activation was observed in areas
activated by WM (i.e., the DLPFC-BA 9�46). In these regions,
an increase in activation resulted from the increase in the
executive demand, as well as the rewarding value of the task (see
Fig. 4 a and b). DLPFC is therefore not only activated by the
cognitive aspect of the task but also modulated by changes of the
contextual value. This hypothesis is supported by electrophysi-
ological data obtained in monkeys that showed that a population
of DLPFC neurons, responding to the cognitive aspects of a WM
task, also had their activity modulated by the nature of the
reward associated with the task (9, 10, 29). However, the signal
that modulates these activities is most likely driven by brain areas
that provide a contextual value to the ongoing task. Candidate
areas are mainly those of the limbic system and more specially
those in the VPFC (30, 31). In our study, areas activated by
reward, regardless of the level of executive demand of the task,
were not included in these limbic regions: activation was ob-
served in the ACC (BA 24�32) and in the frontal pole (BA 10)
where medial and lateral loci were found. We may consider that
the maintenance of the stake of the task—i.e., its rewarding
value—may act as another WM concurrent task efficient to
activate the lateral frontopolar areas, as has already been
discussed in view of the cognitive branching processing hypoth-
esis (27). However, the extension of activation to the medial
frontopolar areas may be interpreted relative to the contextual
values of the tasks per se, because it was activated independently
of the cognitive processes as shown by the exclusive masking
procedure that we applied. In line with this view are recent
functional studies showing that the MPFC (BA 32�10 and BA
10) is activated in association with reward (3, 8) and emotional
processing (32). Moreover, several studies suggest that the
MPFC (BA 10�32) intervenes in self-related (i.e., personally
relevant contextual value) processing along an affective dimen-
sion (33–35). In addition, this area, strongly connected to the
hypothalamus, also responds to autonomic markers (galvanic
skin conductance responses) associated with reward during a

guessing task (36). Taken together, these data highlight the role
of the medial frontopolar area in monitoring the rewarding and
contextual value of ongoing cognitive task, whereas the lateral
frontopolar area insures the bridging between the higher cog-
nitive aspects of goal-directed behaviors.

A closely interconnected limbic and paralimbic network in-
cluding the VPFC and the MPFC, as well as the ventral striatum,
is known to be essential to behavior adaptation in relation with
changes of context induced by the reward (8, 37–39). Neurons in
the VPFC of the monkey have been found to fire at different
phases of tasks associated to reward (31, 40, 41), such as response
to instruction, the anticipation and the delivery of the reward,
and the response to reward (41, 42). In our study, analyses were
focused on hemodynamic changes occurring during the time
frame of the execution of the cognitive tasks and, consequently,
no activation associated with reward was detected in these areas.

Brain Areas Deactivated as a Function of Cognitive Loading and of
Variation in Monetary Reward. According to Raichle and Col-
leagues (43), deactivation in specific brain areas can be observed
during goal-directed behaviors and is likely assigned to a lower
baseline of neuronal activity. In our study, deactivated areas
belong to a paralimbic network, mainly the MPFC (SGPFC, BA
10�32) and the VPFC (BA 11�47) but also the hippocampus and
the temporal pole. In the SGPFC, deactivation was inversely
related to the increase in cognitive demand (the highest level of
deactivation in the SGPFC corresponded to the 3-back task).
Indeed, to be correctly performed, attentionally demanding
cognitive tasks required the subjects to minimize the processing
of competing signals such as emotional information or interfer-
ing thoughts. This inhibition of emotional processing (emotional
gating) could result in decreased activity in areas that usually
mediate emotional signals (44, 45). Recently, Simpson et al. (46,
47) have suggested that changes in activation in the ventro-
medial PFC during cognitive tasks may not only be related to the
concurrent attentional demand but also to the degree of anxiety
induced by the task. It is likely that the 3-back task induced more
performance anxiety than the two other WM tasks. One possible
alternative explanation is that the deactivated areas are pathways
to emotional signals (i.e., anxiety, fear of failure) that could
negatively interfere with the performance of cognitive tasks.
These areas should be deactivated to filter these confounding
signals. Therefore, we suggest that a dynamic interplay is created
between activated cognitive areas necessary to maintain a high
level of cognitive performance (the network for WM and
attention) and ‘‘affective’’ areas deactivated because they may
process counterproductive signals interfering with performance.

In line with this hypothesis is the detection of deactivation of
brain areas in rewarded conditions. Deactivation was observed
in the VPFC, the SGPFC, and the ventral striatum and may also
be considered as expressing an adaptive process. Indeed, when
subjects performed the tasks, they had to inhibit the emotional
signal associated with the contextual value to maximize their
level of performance. Moreover, we found a deactivation in the
same regions as those deactivated with the increase of executive
demand, namely the MPFC and the VPFC. If one admits that
one essential role of the positive reward is to act as behavioral
reinforcer in simple tasks (48), the same reward could induce a
counterproductive emotional signal during the processing of a
more demanding cognitive task by increasing the level of per-
formance anxiety associated with the task (46, 47). Therefore,
the more one ignores the odd (i.e., seen as a negative interfering
information), the more accuracy one could obtain. The fact that
depressive patients with cognitive disorders exhibit deactivation
in cognitive related areas (DLPFC and dorsal ACC) and acti-
vation in areas deactivated in our study, especially the SGPFC
(44, 49), is in line with this interpretation. These changes were
generally attributed to a particular allocation of cognitive re-
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sources with an excessive salience and abnormal attention to
negative emotional signals (44, 50).

In summary, we described a neural network associated with
changes in the contextual value of cognitive tasks. This network
comprised activated areas common to those of the cognitive
tasks, probably reflecting the modulation induced by the reward
in areas necessary to elaborate the cognitive plan. Second, we
also observed areas activated by the rewarding value of the task,
regardless of the level of cognitive processing. These areas,
particularly the medial frontal pole, may provide to these
cognitive areas a signal associated with the contextual value of
the task. Finally, we also found deactivated areas, mainly in
paralimbic structures. Most of these areas were also deactivated

with the increase of cognitive demand. A possible explanation
for these deactivations is an emotional gating function necessary
to free cognitive areas to maximize the level of performance and
therefore to reach efficient behavior. Such a view appeals to
further studies taking into account the subtle balance between
activation in cortical cognitive areas and deactivation in the
limbic system during ongoing cognitive processing.
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