Intron evolution as a population-genetic process
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Debate over the mechanisms responsible for the phylogenetic and
genomic distribution of introns has proceeded largely without con-
sideration of the population-genetic forces influencing the establish-
ment and retention of novel genetic elements. However, a simple
model incorporating random genetic drift and weak mutation pres-
sure against intron-containing alleles yields predictions consistent
with a diversity of observations: (i) the rarity of introns in unicellular
organisms with large population sizes, and their expansion after the
origin of multicellular organisms with reduced population sizes; (ii)
the relationship between intron abundance and the stringency of
splice-site requirements; (iii) the tendency for introns to be more
numerous and longer in regions of low recombination; and (iv) the
bias toward phase-0 introns. This study provides a second example of
a mechanism whereby genomic complexity originates passively as a
“pathological” response to small population size, and raises difficul-
ties for the idea that ancient introns played a major role in the origin
of genes by exon shuffling.

exon shuffling | genome complexity | genome evolution

he widespread occurrence of introns in eukaryotes has pro-
voked substantial debate over the timing and mechanisms of
their origin, degree of positional stability, and adaptive significance.
The most extreme form of this debate is manifested in the introns-
early vs. introns-late controversy. The introns-early school argues
that a large pool of introns in an ancestral genome facilitated the
creation of early genes by exon shuffling and that the near absence
of introns in today’s prokaryotes is a secondary consequence of
selection for streamlined genomes (1-3). The introns-late school
postulates that the vast majority of introns arose within multicel-
lular eukaryotes and were inserted more or less randomly into
preexisting genes, although a subsequent role in the adaptive
evolution of proteins is not ruled out (4-6). The extreme views of
these two camps have softened somewhat, but a great deal of
controversy over the evolutionary biology of introns remains.
The idea that massive parallel loss of introns occurred in all
ancestral lineages of modern-day prokaryotes raises obvious logical
difficulties, and fails to address why selection for reduced genome
size was not a priority earlier in evolution. On the other hand, the
early origin of introns can no longer be denied, because they are
now known to be present (although rare) in prokaryotes (7).
Prokaryotic introns are of a rather different nature than those
found in the nuclear genes of today’s eukaryotes, but plausible
arguments have been made that the two groups are evolutionarily
related (4, 8). Moreover, the recent discovery that two types of
spliceosomal introns coexist in some eukaryotes suggests that
nuclear introns may have arisen near the base of the eukaryotic
lineage (9). Thus, much of the debate about introns has refocused
on issues regarding intron proliferation and retention. One view of
the current phylogenetic distribution of introns is that microbial
genomes have never harbored more than a few introns despite their
potential for expansion. But even if this view is correct, is selection
for a permanently streamlined genome the explanation for the
rarity of microbial introns, or are more fundamental issues in-
volved? And why are introns much more prominent genomic
features of multicellular than of unicellular eukaryotes?
The establishment and retention of introns is a matter of
survival in the face of opposing evolutionary forces. Like all
novel genetic elements, introns must initiate as single mutational
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changes in single members of a population. To be successful in
the short-term, a new intron must navigate a trajectory toward
fixation under the joint influence of mutation, random genetic
drift, and oftentimes opposing selection. To be successful in the
long-term (postfixation), sufficiently positive selective forces
must exist for the retention of the intron in the face of subse-
quent mutational challenges. The goal of this study is to illustrate
how simple population-genetic principles may help guide our
understanding of the phylogenetic and genomic distribution of
introns. The primary focus will be on models that assume
random genetic drift and mutation to be the only relevant
evolutionary forces. Such models provide a useful benchmark
against which to evaluate the necessity of invoking adaptive
explanations for the abundance and distribution of introns, and,
as will be shown below, they provide a potentially unifying
explanation for several lingering puzzles about introns.

Intron Proliferation and Maintenance

Conditions for the Establishment of a New Intron. Although the
specific mechanisms by which introns arise are not entirely
understood, plausible mechanisms can lead to the birth of an
intron fully endowed with the necessary features for excision
during mRNA processing (5, 10). We will start with the assump-
tion that such properties are a precondition for initial establish-
ment, because inserts that cannot be accurately removed from a
transcript are expected to have highly deleterious effects. Even
if fully proficient with respect to excision, an intron may impose
a weak selective disadvantage on its host allele as a consequence
of reduced transcriptional efficiency. However, we will ignore
this issue for the time being, focusing instead on a more
fundamental disadvantage of intron-containing alleles—an ele-
vated mutation rate to nonfunctional alleles.

Nuclear introns have specific short terminal sequences required
for proper excision, almost always bearing a GT at the 5" end and
an AG at the 3" end. In animals, most introns have a polypyrimidine
tract of >10 nucleotides before the canonical AG, and an interior
branch-point A is essential for the splicing reaction. Caenorhabditis
elegans introns have a highly conserved sequence immediately
adjacent to the 3’ splice site (11). In Saccharomyces cerevisiae and
many other ascomycetes (12), several essentially invariant nucleo-
tides surround the branch-point, and this region also exhibits
significant conservation in some animals. Nuclear introns in plants
exhibit a strong bias toward T proximal to the AG acceptor, and
more generally exhibit an A/T bias above that in adjacent exons
(13). The key point here is that mutations that alter the sequences
of any nucleotide sites critical to intron processing can completely
eliminate the capacity to splice (14). Such intron-debilitating mu-
tations will result in either the expansion or contraction of the
intron, with the new protein either losing or gaining amino acids,
often with an accompanied change in reading frame and loss of
gene function.

This elevated rate of mutation to nulls exclusive to intron-

This paper was submitted directly (Track Il) to the PNAS office.
Abbreviation: NMD, nonsense-mediated decay.
*E-mail: mlynch@bio.indiana.edu.

The publication costs of this article were defrayed in part by page charge payment. This
article must therefore be hereby marked “advertisement” in accordance with 18 U.S.C.
§1734 solely to indicate this fact.

www.pnas.org/cgi/doi/10.1073/pnas.092595699



1000 T T T T T 1000

3 100

301

5001

Scaled Probability of Loss (©,)

Fixation \

Scaled Probability of Fixation (@.)

0.001 0.001
10+ 102

103 102 10 100 10t
Ns

Fig. 1. Scaled probabilities of establishment (left axis, and lower curves) and
loss (right axis, and upper curves) of introns in diploid (filled points and solid
lines) and haploid populations (open points and dashed lines). The curved
lines are the theoretical results outlined in the text, whereas the plotted values
are results from computer simulations. For this particular set of simulations,
n=10">ands = 1075

containing alleles (s) is equivalent to a form of weak selection,
because each such mutation eliminates an intron-containing allele
from the total pool of functional alleles. This argument suggests that
a modification of the diffusion approximation for the probability of
fixation (ug) of a deleterious allele with additive effects (15) should
provide a reasonable description of the probability of intron estab-
lishment. For a diploid sexual population,

2s
U= a1 [1a]

where N is the effective population size, whereas, for a haploid
population,

2s
Up = AN [1b]
The scaled probability of fixation, 0 = 2Nug for diploids and
0r = Nug for haploids, is a simple function of Ns, with 6 = 1,
implying a fixation probability equal to the neutral expectation,
1/(2N) for diploids and 1/N for haploids.

The validity of these approximations was checked by extensive
computer simulations for a range of sizes of randomly mating
populations, letting the mutation rate to nulls be n for intron-free
alleles and (n + s) for intron-containing alleles. All genotypes
were assumed to have equal fitness, except those containing only
null alleles, which were assumed to be lethal. The agreement
between the theory and simulated results is excellent for the full
range of N (Fig. 1). If Ns < 0.1, the excess mutation pressure to
nulls for the intron-containing allele is sufficiently weak relative
to the force of random genetic drift that the locus behaves in an
effectively neutral manner (6¢ = 1). On the other hand, if Ns >
10, there is essentially no chance of an intron becoming fixed in
either a haploid or diploid population (6r = 0).

How large is s likely to be? For a range of multicellular plants and
animals, the mutation rate per nucleotide site is thought to fall
between 3.5 and 16 X 1079 substitutional changes per year (16).
Assuming that proper intron processing requires specific nucleo-
tides at ~10 sites (roughly the case for nuclear U2-type introns) and
also recognizing that insertion /deletions at other sites may alter the
spatial requirements for splicing, s is expected to be on the order of
1077 to 107° per generation for an organism with an annual life
cycle, and the scaling with generation time may be approximately
linear (17). Combined with the pattern illustrated in Fig. 1, these
crude estimates suggest that organisms with N > 10'° or so will be
essentially immune to colonization by introns, whereas those with
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N < 107 or so will fix newly arisen introns at the neutral rate or
slightly less. Global population sizes of ~10'° are not particularly
large for unicellular organisms, but are unrealistically high for most
large multicellular organisms, so these approximate boundaries
appear to be quite relevant to the phylogenetic distribution of
introns.

Intron Stability. Once fixed in a population, an intron can take on
important functional roles through the incorporation of regulatory
elements and /or sites involved in alternative splicing, in which case
positive selection could promote essentially indefinite intron reten-
tion. However, for the potentially large fraction of introns that never
experience such preservational changes, initial establishment does
not guarantee permanent residence. Observations among closely
related species consistently point to the occurrence of intron
turnover (18-23). A suspected mechanism by which an intron can
be cleanly lost involves reverse transcription of a mature mRNA
followed by homologous recombination with an intron-containing
allele. Although there is no quantitative information on the rate of
occurrence of such events, some qualitative insight into the ex-
pected longevity of an intron can be acquired by reversing the logic
outlined above. Until an intron experiences a preservational event,
it will be vulnerable to displacement by derived intron-free alleles,
which have a weak selective advantage s because of the absence of
critical intron-specific sites. The expected probability of fixation of
anewly arisen intron-free allele (uy ), obtained by use of Egs. 1a and
1b after substituting —s for s, is again in excellent agreement with
results from computer simulations (Fig. 1). For sufficiently small
populations (Ns < 0.1), a derived intron-free allele will fix with a
probability equal to the neutral expectation, and when Ns > 10, the
probability of fixation of the intron-free allele is =2s, independent
of population size.

The long-term rate of allelic turnover in a population will depend
on the rates of origin and loss of intron-containing alleles as well as
their fixation probabilities. Focusing on a particular site of potential
occupancy, the simplest situation arises when the population size is
sufficiently small to satisfy the conditions of effective neutrality
(Ns < 0.1). The rates at which intron-free alleles gain introns by
insertion (b) and at which intron-containing alleles lose introns by
deletion (d) will then be the sole determinants of the allele-
frequency distribution. Under these conditions, a diploid popula-
tion fixed for intron-free alleles is expected to retain that status for
an average of [(1/b) + 4N] generations, whereas a population fixed
for an intron is expected to retain that state for [(1/d) + 4N]
generations, where 4N is the mean time to fixation for a neutral
mutation (15). Provided (1/b) and (1/d) are <4N, periods of
presence /absence polymorphism are expected to be very rare, and
the relative probabilities of the population being in the intron-free
or the intron-containing state are d/(b + d) and b/(b + d),
respectively. No direct estimates are available for b and d, but we
expect that both quantities must be very small, perhaps <<10, and
the rate of intron deletion probably greatly exceeds the rate of origin
of an intron at a specific site (b << d). Thus, provided Ns < 0.1, the
expected long-term average site occupancy (number of in-
trons/number of nucleotides in the coding region) is =b/d.
Multiplying the probability of each population state by the number
of mutations arising per generation and the probability of fixation,
we find that the expected rate of transition of the population
between the two pure states is simply equal to the harmonic mean
of the rates of birth and death,

_[ b 1] [d 1]_ 2
8= pvd M oN| T b+ a N N T by + (1)
[2]

These results can be generalized to larger population sizes in
the following way. Considering just the functional alleles at the
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Fig. 2. Steady-state distributions for the frequency of the intron-free state
obtained by use of Eq. 3. Results are given for two population sizes, with b =
d=10""ands = 1077. The distribution can be viewed as the probability that
the population has a particular gene frequency at a particular time or as the
fraction of time that the population spends in a particular state.

locus, the long-term steady-state distribution for the frequency
of the intron-free allele is

d)(p) — Ce4NSpp4Nd71(1 _p)4Nb71’ [3]

where C is a normalization constant (from equation 13.51 in ref.
24), showing that a population is transiently monomorphic for
the intron-free allele with probability

1
Prip=1)= j $(p)dp = Ce™(4Nb) '2N)*"*,  [4a]
1-(1/2N)
and for the intron-containing allele with probability
1/2N
Prip=0) = j d(p)dp = C(4Nd) ' 2N)~*, [4b]

0

As N—=0, Pr(P = 1) — C/(4Nb) and Pr(P = 0) — C/(4Nd),
verifying the contention in the previous paragraph that sufficiently
small populations spend almost all of their time fixed for intron-free
or intron-containing states (Fig. 2), in relative proportions d:b. On
the other hand, as N — o, Pr(P = 1) — 0 and Pr(P = 0) — 0, and
astable state of approximate selection-mutation balance is reached,
with the frequency of the intron-containing allele being kept at a
low level defined by the relative values of s, b, and d (Fig. 2). For
intermediate population sizes, the rate of flux between states
dominated by the intron-free or the intron-containing allele can be
obtained in the same manner as Eq. 2, after accounting for the
different probabilities of fixation,

 4N(buy)(duy)

= up) + (duD) 15]

Provided Ns < 1, the rate of turnover is essentially independent of
N, but beyond Ns = 4, & rapidly approaches zero (Fig. 3). Thus, for
nearly the full range of conditions under which introns are likely to
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Fig. 3. The equilibrium rate of turnover for introns at a specific site, with b
and d representing the per generation rates of origin (by insertion) and
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be at detectable levels, the rate of intron turnover is adequately
described by Eq. 2. Moreover, the turnover rate is quite small, on
the order of 2b when d => b, 2d when b >> d, and b when b = d.
These results apply only to introns that have not taken on important
functional roles preserved by positive selection.

Intron Sliding and Phase Bias. Although considerable empirical
attention has been given to the physical distribution of introns, any
evolutionary interpretation of such observations depends on the
degree to which introns remain stably in their ancestral sites. Intron
locations sometimes differ among species by only a few nucleotides,
but because the rate of sequence divergence tends to be quite high
for introns, the rapid loss of homology makes it difficult to infer the
source of such spatial differences between distantly related species.
The introns-early school tends to interpret small positional shifts as
consequences of intron sliding (3, 25). Others have argued that most
shifts in intron positions are due to loss/gain of introns in inde-
pendent lineages (18, 26), but convincing cases of intron sliding have
been recorded (27-29). Quantitative resolution of the relative
contribution of intron sliding to patterns of intron position will
ultimately be a matter of empirical observation, but some theoret-
ical insight into the relevant issues can be obtained by the following
reasoning.

As pointed out by Stoltzfus et al. (26), intron sliding will generate
a frameshift in the downstream exon unless reciprocal changes
occur in both flanking exons. Because the simultaneous occurrence
of two rare and specific mutational events is miniscule, a more likely
path to intron sliding is a series of two or more expan-
sion/contraction events involving intron-exon boundaries. Con-
sistent with this view is the observation that insertions and deletions
in coding sequence are often associated with intron—exon bound-
aries (25). Movement of an intron—exon boundary is likely to occur
whenever a nucleotide in one of the splice sites is altered, and,
depending on the positions of alternative splice sites, the mutant
allele will experience an expansion, contraction, or elimination of
the previous intron. The resultant loss or increase in flanking exon
sequence will be accompanied by a frameshift in all downstream
codons unless the number of nucleotides involved in the shift to the
new intron—exon boundary is a multiple of three (Fig. 4). For this
simple reason, we expect intron expansion/contraction events
involving 3n nucleotide shifts, where n is an integer, to be more
easily fixed in a population than 3n + 1 or 3n + 2 shifts. Moreover,
the selective consequences of 3n shifts will depend on the phase of
the original intron. If the original intron is in phase 1 or 2 (i.e.,
splitting an ancestral codon), expansion/contraction by 3n nucle-
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Fig. 4. The consequences of an intron-expansion event for the coding
sequence of two flanking exons. (Upper) Regardless of the intron phase, a
2-nucleotide (or 1-nucleotide) expansion will result in a frameshift in all
downstream codons. (Lower) A 3-nucleotide expansion results in the loss of a
codon if the intron is in phase 0, but a loss of a codon plus one altered codon
sequence if the intron is in phase 1 or 2.

Phase 1:

otides, while maintaining the downstream frame, will induce a
codon change by splicing portions of the codons flanking the
expansion (Fig. 4). Because 3 /64 of such codon-splicing events will
produce a stop codon and other nonsynonymous changes are likely
to be mildly deleterious, intron-sliding events are expected to favor
phase-0 introns over phase-1 and -2 introns.

Although a quantitative statement cannot be made as to the
magnitude of the selective advantage of phase-0 introns, two
qualitative predictions can be made—phase-0 introns are expected
to be more abundant than either phase-1 or -2 introns, and phases
1 and 2 should be approximately equal in frequency. These pre-
dictions are fairly consistent with observational data. Averaging
over several thousand introns in several species, the relative fre-
quencies of phases 0, 1, and 2 are approximately 50%, 27%, and
23% (30, 31). The actual frequencies vary by a few percent from
study to study, with phase-1 introns consistently outnumbering
those in phase 2, although, in Arabidopsis thaliana, Schizosaccha-
romyces pombe, and Drosophila melanogaster, this excess is only 1 to
2% (31).

These predictions regarding bias in the distribution of intron
phases are quite germane to the introns early-late debate. The
introns-early proponents, who invoke intron-sliding as the expla-
nation for observed modifications of intron position, also view the
bias toward phase-0 introns as compelling support for an early
evolutionary period of exon shuffling (30-32). However, the va-
lidity of this conclusion rests on the incorrect assumption that the
introns-late model predicts equal frequencies of all three phases.
Even if one accepts that new insertions of functional introns should
be unbiased with respect to phase, those that initiate in phase 0 are
expected to enjoy the greatest longevity provided events involving
intron sliding occur. The view that the tendency for adjacent introns
to be in the same phase supports the introns-early hypothesis (30,
33) has similar problems, because it ignores the weak selection
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against alleles whose intron phases are uncorrelated. If, for exam-
ple, an exon is spliced out by accident during pre-mRNA processing,
the downstream coding sequence will experience a frameshift
unless the introns at the ends of the missing exon are in the same
phase. Thus, unless postinsertional events are negligible, observa-
tions on intron-phase distributions appear to be of little relevance
to issues concerning the age of introns.

Intron Sliding Facilitated by Nonsense-Mediated Decay. Despite their
apparent disadvantages, it is clear that some intron-sliding events
involve 3n + 1 or 3n + 2 nucleotide shifts (28). This finding
suggests that successful intron-sliding events are sometimes
preceded by an intermediate stage involving a frame-shifted
allele. Such transitions may be facilitated by an mRNA surveil-
lance mechanism known to be specifically associated with intron-
containing loci. In animals, nonsense-mediated decay (NMD)
depends on proteins that demarcate exon—exon junctions to
identify premature stop codons in processed mRNAs, with
selective degradation of the mRNA occurring when a stop codon
appears more than about 50 nucleotides upstream of the final
exon—exon junction (34). For a haplosufficient locus, NMD will
render a frameshift-containing allele completely recessive (pro-
vided it contains a premature stop codon), thereby enhancing its
retention time in a population and increasing the likelihood of
a compensatory mutation to a restored reading frame.

To evaluate the probability of a successful intron slide via this
two-step process, computer simulations were initiated with a
population in which all but one of the alleles contained a
functional intron. The mutant frame-shifted allele was assumed
to be kept silent and completely recessive by NMD. Both allelic
types mutated to permanent null alleles with probability u, but
copies of the allele containing the premature stop codon were
also restored to wild type at the compensatory mutation rate r.
Under this scenario, the mutant allele is ultimately either lost or
drifts to fixation after the acquisition of a compensatory muta-
tion in a descendent member of its lineage.

An analytical approximation for the probability of a successful
two-step intron-sliding event (involving an intermediate null
state) can be obtained in the following way. Silent mutant alleles
in the first step of the sliding process are selectively removed
from the population through encounters with other null alleles,
the expected frequency of which is po = I'(2Nu +
0.5)/+/(2N)T'(2Nu) under drift-mutation-selection equilibrium
(15), where I' denotes a gamma function. The average number
of generations that a specific null allele is retained in a popu-
lation is approximately po/u generations, and, if we assume that
a mutant allele in the first step of a sliding process is typically
present in the population as only a single copy before its
elimination, then the mean number of descendant copies re-
stored to the proper reading frame is =rpo/u. Each of these
second-step mutations is neutral with respect to the original
(functional) allele and drift to fixation with probability 1/(2N).
Thus, for sufficiently small populations, the probability that a
frame-shifted allele kept silent by NMD is restored to frame by
an intron slide that becomes fixed is rpo/(2Nu).

In large populations, the additional possibility exists that all of the
descendants of the two-step mutant are silenced by null mutations
in the coding region while the lineage drifts toward fixation. A crude
correction for this secondary effect can be obtained by noting that,
of the average 4N generations required for the coalescence of a
neutral locus, 2N are expected at the base of the gene genealogy
(i.e., the final coalescence). If a neutral allele destined to fixation is
going to be completely silenced before fixation, the silencing
mutations will generally need to be acquired in this basal coales-
cence, because the likelihood of multiple independent mutations in
shorter descendant branches in the genealogy becomes diminish-
ingly small. The probability that both basal branches do not acquire
null mutations is K = 1 — (1 — e ?™)2, Thus, the corrected
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Fig. 5. The scaled probability of intron-sliding for a two-step process, as
described in the text. The mutation rate to null alleles is u (in all plotted cases
equal to 1075), whereas the rate of compensatory mutation is r. The filled
points are the results from computer simulations, whereas the dashed lines are
the analytical approximations, and the arrows denote the uncorrected large-
population size result, r/\/u.

probability of successful sliding becomes Krpo/(2Nu), and 2N times
this quantity (the scaled probability of a successful two-step intron
slide) is 6s = Krpo/u.

This simple expression yields predictions that are quite close
to those obtained by simulations, and shows that, although
intron-sliding events involving an intermediate null mutation are
nonnegligible, they are quite rare (Fig. 5). For biologically
reasonable values for u and 7, the scaled probability of a
successful two-step intron slide involving a null intermediate is
atleast two orders of magnitude less than the neutral expectation
of 6s = 1. When Nu < 0.1, po = u\/(2wN), k = 1, and s =
r/(27N), showing that the probability of a successful intron
slide initially scales with the square root of the effective popu-
lation size. Under these conditions, the number of opportunities
for acquiring the second-step compensatory mutation required
for frame restoration is limiting. On the other hand, for larger
Nu, the time required for fixation of the restored allele becomes
so large that secondary mutations to nulls start to become a
barrier. Provided 0.1 < Nu < 1.0, this phenomenon is not a major
problem, po approaches \/u, and s approaches a maximum
value =r//u, but for Nu > 1.0, 6s rapidly declines to zero. In
the absence of NMD, the likelihood of intron sliding is neces-
sarily smaller than the preceding expectations, unless the inter-
mediate null allele is intrinsically completely recessive.

Discussion

The theory presented above treats the birth of an intron as an
autonomous event, independent of the presence of other introns
within the gene of interest or elsewhere in the genome. Little is
known about the source of new nuclear introns, and it is
conceivable that successful origins simply represent a small
subset of the random insertions that arise within a genome by the
capture of nascent DNA fragments by double-strand breaks (35).
To serve as a successful nuclear intron, such insertions would
need to be fortuitously endowed with all of the key sequences
necessary for proper splicing. Although such events may be very
infrequent, it is clear that de novo introns can arise. In plants, for
example, insertions with an adequate AT-richness serve as the
nuclei of new introns that extend to adjacent GT/AG bound-
aries preexisting within coding regions (36). Reverse transcripts
of spliced introns presumably have some opportunity to reinsert
themselves into the nuclear genome, and these transcripts would
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be naturally endowed with recognition sequences. So far, how-
ever, only a single study has provided evidence for the origin of
a nuclear intron by intragenomic duplication of a preexisting
intron (21). Transposable-element insertions may sometimes
give rise to functional introns (37), but there is as yet no
compelling evidence that this is a common mode of origin of
successful introns either. Regardless of the mechanism by which
functional introns arise, the population-genetic treatment of
intron evolution as a birth-death process yields qualitative
predictions that are consistent with an array of observations on
the phylogenetic and genomic distribution of introns.

Intron Abundance and Effective Population Size. Advocates of the
introns-early hypothesis generally invoke selection for a streamlined
genome to explain the rarity of introns in modern-day prokaryotes.
However, the simple population-genetic arguments presented
above challenge this view. Broadly speaking, unicellular organisms
have larger population sizes than multicellular species, and the
majority of unicellular species may have global effective population
sizes >>10'0, which is large enough for the very weak mutation
pressure against newborn introns to become evolutionarily signif-
icant. If intron processing has an additional cost, either in terms of
energetic requirements or in terms of errors induced by the splicing
process, the upper population size limits permissive to intron
establishment will be even lower. Moreover, for early life forms
without refined DNA-repair pathways, s was probably substantially
larger than it is today, reducing the critical effective size still further,
and rendering the idea that the creative assembly of early genes was
facilitated by introns even less plausible.

Thus, a parsimonious explanation for the rarity of introns in
prokaryotes is that weak mutation pressure prevents the establish-
ment of functional introns in taxa for which the average population
size is of sufficiently large size. If this hypothesis is correct, then we
would also expect introns to be rare in unicellular eukaryotes, again
not because of a failure to invent introns but because of the
mutational constraints on their proliferation. Generally speaking,
the nuclear genomes of unicellular protists and fungi do contain
relatively low numbers of introns compared with those of multi-
cellular plants and animals (38—40). The average sizes of introns in
unicellular eukaryotes are also much smaller than those in multi-
cellular species (41), consistent with expectations if insertions into
introns are more deleterious than deletions (see next section). The
presence of at least a few nuclear introns in most of the deeply
diverging basal groups of eukaryotes (42) implies that the spliceo-
somal apparatus may have been present in the common ancestor to
all eukaryotes, and, if this proves to be the case, it would further
bolster the idea that the necessary population-size / mutation-rate
requirements for intron proliferation were met only after the origin
of multicellularity and the associated reduction in effective popu-
lation size. The elevated abundance of introns in many lineages of
organelle genomes (chloroplasts and mitochondria) of plants and
fungi (relative to that in their ancestral prokaryotic states; ref. 5) is
also consistent with this idea, in that the effective population size
of an organelle is 25-100% of that of its eukaryotic host, depending
on the mode of organelle inheritance.

Intron Size and Recombination Frequency. Genome-wide analyses of
D. melanogaster and vertebrates indicate that intron size and
number increase in regions of low recombination (43-45).
Carvalho and Clark (43) suggest that this relationship is an
evolutionary consequence of the reduced efficiency of selection
against insertion mutations in regions of low recombination (the
Hill-Robertson effect). In contrast, noting that deletion muta-
tions outnumber insertions, Comeron and Kreitman (44) argue
that a selective advantage for large introns in regions of low
recombination must offset the directional mutation pressure to
small intron size. They surmise that, by acting as modifiers of the
recombination rate, large introns can reduce the load caused by
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deleterious mutations otherwise expected in regions of low
recombination. However, it is unclear whether the special pop-
ulation-genetic circumstances necessary to selectively promote
recombination-frequency modification through changes in in-
tron size exist in D. melanogaster or any other species (46).

The weak mutation-pressure hypothesis provides a formal
explanation for the associations of intron abundance and size
with recombination frequency that is consistent with Carvalho
and Clark (43). First, the reduction in effective population size
in regions of low recombination is conducive to the establish-
ment and retention of introns (Fig. 1). Second, if there is a weak
selective advantage for reduced intron size (due, for example, to
increased rates of transcription and/or increased accuracy of
splicing), the efficiency of selection for intron-size reducing
mutations (and against intron-size enhancing mutations) is
expected to be weaker in regions of low recombination. Regard-
less of the relative rates of mutations to insertions and deletions,
the Hill-Robertson effect will tip the balance toward insertions
in regions of low recombination. Thus, there appears to be no
reason to invoke a secondary advantage of recombination-
frequency modification.

Intron Abundance and Intron-Recognition Properties. Along with
population-level properties (e.g., effective size) and chromosome-
level properties (e.g., recombination frequency), aspects of intron-
recognition sequences are likely to influence the relative incidences
of introns in different lineages. More stringent intron-recognition
requirements imply a higher vulnerability to intron-debilitating
mutations (higher s), a lower likelihood of random intron origin
(lower b), and hence a lower equilibrium incidence of introns.

A potential example of genomic differences in intron abundance
resulting from differences in intron-recognition sequences is the
contrast between budding yeast (S. cerevisiae), which as noted above
has a highly stringent seven-nucleotide branch-point sequence
requirement, and fission yeast (S. pombe), for which the intronic
sequences are much less conserved. The incidence of introns is
inflated approximately 9-fold in S. pombe (47), and similar inflation
is seen in Neurospora crassa, which also has relaxed splicing re-
quirements (48). A second potential example concerns the obser-
vation that introns in vascular-plant genes are much rarer in
genomic regions with high GC content (49). Because plant introns
have a high AT-content requirement for efficient splicing (13),
assuming that regional differences in GC content result in part from
differential mutation pressure, introns in GC-rich regions are
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expected to experience a higher rate of degenerative mutation and
hence to have a lower incidence.

Similar logic helps explain the disparity in the relative abun-
dances of different types of introns within the same genome. For
example, although >99% of all eukaryotic introns appear to be of
the classical GT-AG “U2-type,” a very rare AT-AC type is known
to exist in several groups of eukaryotes (including plants, cnidar-
ians, arthropods, and vertebrates, but not fungi or nematodes; ref.
9). There is no evidence that the two types of introns are intrinsically
different with respect to direct effects on individual fitness or with
respect to ability to proliferate. However, Ul2-type introns are
distinct in having a highly conserved 5’ splice site (ATATCCTT)
and a highly conserved branch sequence (TCCTTAAC), quite
unlike the more relaxed sequence requirements for U2-type in-
trons. This greater degree of conservation implies that Ul2-type
introns are incapacitated by mutation much more easily than
U2-type introns, although some types of mutations simply convert
the U12 type to the U2 type (9). Thus, the extremely low incidence
of U12-type introns in all species (and their complete absence from
some) is consistent with the expectations of the birth-death model.

Genome Complexity as a Pathological Response to Small Population
Size. The results of this study suggest that the simple structure of
genes in microbes relative to higher eukaryotes may have little to do
with selective constraints (genomic streamlining in microbes) or
adaptive requirements (the expansion of cellular complexity in
multicellular eukaryotes). Rather, the genomes of species with
habitually large population sizes may simply be immunized from the
spread of introns by the power of secondary mutation. This is the
second instance in which we have shown that genomic complexity
can passively arise in response to small population size, without any
direct selection for organismal complexity and without any adaptive
significance. We have previously demonstrated that, whereas du-
plicate genes can be preserved by subfunctionalization (partitioning
of gene functions) in small populations, such preservation is un-
likely once a population reaches a sufficiently large size, again
because the fixation of subfunctionalized alleles is opposed by the
weak selection induced by secondary mutations in large populations
(50). The evolution of organismal complexity may be more
of a secondary consequence than a primary cause of genome
complexity.
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