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Contingencies of reinforcement specify how reinforcers are earned and how they are obtained. Ratio
contingencies specify the number of responses that earn a reinforcer, and the response satisfying the
ratio requirement obtains the earned reinforcer. Simple interval schedules specify that a certain time
earns a reinforcer, which is obtained by the first response after the interval. The earning of reinforcers
has been overlooked, perhaps because simple schedules confound the rates of earning reinforcers with
the rates of obtaining reinforcers. In concurrent variable-interval schedules, however, spending time at
one alternative earns reinforcers not only at that alternative, but at the other alternative as well.
Reinforcers earned for delivery at the other alternative are obtained after changing over. Thus the rates
of earning reinforcers are not confounded with the rate of obtaining reinforcers, but the rates of
earning reinforcers are the same at both alternatives, which masks their possibly differing effects on
preference. Two experiments examined the separate effects of earning reinforcers and of obtaining
reinforcers on preference by using concurrent interval schedules composed of two pairs of stay and
switch schedules (MacDonall, 2000). In both experiments, the generalized matching law, which is based
on rates of obtaining reinforcers, described responding only when rates of earning reinforcers were the
same at each alternative. An equation that included both the ratio of the rates of obtaining reinforcers
and the ratio of the rates of earning reinforcers described the results from all conditions from each
experiment.

Key words: preference, concurrent schedule, earning reinforcers, optimal foraging theory, general-
ized matching law, lever press, rats

_______________________________________________________________________________

Empirical and theoretical investigations of
preference using concurrent schedules con-
tinue more than 40 years after Herrnstein’s
(1961) first systematic investigation. He re-
ported that exposing pigeons to concurrent
variable-interval (VI) schedules resulted in the
proportion of responses at one alternative
approximately equaling the proportion of
reinforcers obtained at that alternative. Sub-
sequent investigations extended this result to
proportions of time at one alternative equaling
the proportion of reinforcers obtained at that
alternative (e.g., Baum & Rachlin, 1969).
Because of systematic deviations from this
relation, Baum (1974) introduced the gener-

alized matching law:
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where B1 and B2 are behaviors (i.e., responses
or time) allocated to, and R1 and R2 are the
rates of reinforcers obtained at, Alternatives 1
and 2, respectively. There are two fitted
parameters: s, called sensitivity to reinforce-
ment, which measures the degree to which log
response ratios change with changes in re-
inforcer ratios; and b, which is interpreted as
response bias unrelated to reinforcer alloca-
tion (Trevett, Davison, & Williams, 1972; see
Baum, 1974 for a review).

A basic characteristic of concurrent VI VI
schedules is that, as subjects earn reinforcers
by spending time at one alternative, they also
earn reinforcers at a second alternative be-
cause the VI timer for the second alternative
continues operating (Houston & McNamara,
1981; MacDonall, 1998, 1999). A reinforcer
arranged at the second alternative while the
subject is at the first alternative is obtained
following the first response at the second
alternative, possibly after a changeover delay
(COD). Thus there are two modes of obtain-
ing reinforcers on concurrent VI VI schedules:
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stay reinforcers that are earned and obtained
while working at the same alternative, and
switch reinforcers that are earned by working
at one alternative but obtained following
a switch to the other alternative.

The distinction between earning and obtain-
ing reinforcers is based on differences in
contingencies (Rachlin, Green, & Tormey,
1988). Some contingencies specify how to
earn reinforcers. For example, responding on
a ratio contingency earns reinforcers. Once
earned, however, reinforcers are held until
a contingency for obtaining the earned re-
inforcers is satisfied. Thus on standard fixed-
or variable-ratio schedules, the same operant
response earns and obtains reinforcers
(Ferster & Skinner, 1957). The contingency,
however, can involve a different operant
response as in counting (Mechner, 1958) in
which different responses earn and obtain
reinforcers. The contingency for earning re-
inforcers on simple interval schedules is
spending time on the schedule, but because
the schedule operates throughout the session,
reinforcers do not appear to be earned. Once
it has been earned, the next response
obtains the reinforcer. On concurrent interval
schedules, the differing contingencies for
earning and obtaining reinforcers are clearer:
Spending time at an alternative earns re-
inforcers for staying at that alternative and
earns reinforcers for switching to the other
alternative. The contingency for obtaining
reinforcers earned for staying at an alternative
is a response at the associated alternative. The
contingency for obtaining reinforcers earned
for switching to the other alternative is a re-
sponse at the other alternative.

Simple schedules of reinforcement (fixed
ratio, fixed interval, variable ratio, and variable
interval) confound the rates of earning re-
inforcers and the rates of obtaining reinforc-
ers. The rate of obtaining reinforcers is the
number of delivered reinforcers divided by the
time at the schedule, which is the duration of
the session. The rate of earning reinforcers is
the number of reinforcers divided by the time
earning those reinforcers, which is also the
duration of the session. Thus in simple
schedules of reinforcement, the rate of earn-
ing reinforcers always equals the rate of
obtaining reinforcers. Earning and obtained
reinforcers can be unconfounded in complex
schedules, such as concurrent VI VI schedules.

This is because switch reinforcers are earned
by spending time at one alternative but
obtained by responding at the other alterna-
tive. The contingency for earning stay re-
inforcers makes immediate contact with the
stay response because the response that earns
the reinforcer also delivers the reinforcer. The
contingency for earning switch reinforcers
makes contact, sometimes delayed, with the
switch response because the switch reinforcer
is delivered when the animal commences
responding on the other alternative (Dreyfus,
Dorman, Fetterman, & Stubbs, 1982). When
a COD is not used, there is immediate contact
between earning and delivering the switch
reinforcer, but when a COD is used the
contact is delayed, which may alter the effect
of earning reinforcers.

The generalized matching law is a special
case of the concatenated generalized matching
law (Baum & Rachlin, 1969; Davison &
McCarthy, 1988, ch. 4) that was developed to
include all obtained reinforcer parameters
that affect behavior (i.e., rates, magnitudes,
immediacies [reciprocal of delay], and quali-
ties of reinforcers). The concatenated gener-
alized matching law states that preference is
a function of the ratios of the rates, magni-
tudes, immediacies, and qualities of reinforce-
ment obtained at the alternatives. Note that
the concatenated generalized matching law
allows a different sensitivity value for each of
these parameters of reinforcement. When the
magnitudes, immediacies, and qualities of
reinforcement are the same at each alterna-
tive, then the respective ratios equal 1.0 and
drop from the equation. This leaves the ratio
of the rates of obtaining reinforcers, that is,
Equation 1.

If the ratio of the rates of earning re-
inforcers influences preference, then that
ratio may be able to be included in the
concatenated generalized matching law. An
appropriate form of Equation 1 would be:
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where, En is the rate of earning reinforcers at
alternative n, and h is the sensitivity to the ratio
of the rates of earning reinforcers.

The separate effects of the rates of earning
and of obtaining reinforcers are seldom in-
vestigated. Earning reinforcers, however, influ-
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enced preference in a simplified analog of
a concurrent VI variable-ratio (VR) schedule
(Rachlin et al., 1988). Only time at Alternative
1 earned reinforcers, and these were obtained
only by responses at Alternative 2. Time at
Alternative 2 never earned reinforcers and
responses at Alternative 1 never obtained rein-
forcers. Although responding at Alternative 1
obtained no reinforcers, from 10% to 40% of
the time was spent at Alternative 1. This
suggests that rates of earning reinforcers affect
preference. The purpose of the following
experiments was to examine further the effects
of rates of earning reinforcers on preference.

EXPERIMENT 1

An operant and the associated contingen-
cies correspond to each of the stay and switch
reinforcers at an alternative. Thus there are
four operants; two stay operants for staying at
each of the alternatives, and two switch
operants for switching to each of the alter-
natives. Each stay operant is any response at an
alternative that is reinforced according to the
associated stay schedule, and each switch
operant is any response that is reinforced
according to the associated switch schedule.
Thus a concurrent schedule can be implemen-
ted with four separate VI timers, one for each
operant, that operate in pairs as the stay and
switch schedules when the animal is at each
alternative (Houston & McNamara, 1981;
MacDonall, 2000). Each pair consists of a stay
schedule that arranges reinforcers for staying
and responding at one alternative and a switch
schedule that arranges reinforcers for switch-
ing to the other alternative. For example, in
a concurrent VI 36 s VI 320 s schedule, the
stay schedule at Alternative 1 is VI 36 s and the
switch schedule is VI 320 s, both of which
operate only while the subject is at Alternative
1. The VI 36 s arranges reinforcers for staying
and responding at Alternative 1, whereas the
VI 320 s arranges reinforcers for switching to
Alternative 2. At Alternative 2, the stay
schedule is VI 320 s and the switch schedule
is VI 36 s, both of which operate only while
the subject is at Alternative 2. The VI
320 s arranges reinforcers for staying and
responding at Alternative 2, whereas the VI
36 s arranges reinforcers for switching to
Alternative 1. Changing between alternatives
exchanges the pair of schedules operating.

When using a COD, reinforcers arranged for
staying and for switching would follow the first
or subsequent response after the COD had
elapsed.

The previous example demonstrates that
the pairs of schedules are symmetrical in the
standard concurrent procedure, that is, the
value of the stay schedule that operates at each
alternative equals the value of the switch
schedule that operates at the other alternative.
When using four separate schedules, the
values of the schedules may be arranged
differently. For example, swapping the values
of the switch schedules between alternatives
produces an asymmetrical arrangement: The
value of the stay schedule at each alternative
equals the value of the switch schedule at the
same alternative. Swapping the values of the
switch schedules in the previous example
produces an asymmetrical arrangement with
the following pairs of schedules: A VI 36 s for
staying at the first alternative and VI 36 s for
switching to the second alternative, and a VI
320 s for staying at the second alternative and
VI 320 s for switching back to the first
alternative.

The symmetrical arrangement produces the
same rates of earning reinforcers at the
alternatives. The rate of earning reinforcers
at an alternative is the sum of the rates of
earning stay and earning switch reinforcers.
The rate of earning stay reinforcers is the
number of stay reinforcers delivered at an
alternative divided by the time spent at that
alternative, which earned those reinforcers.
The rate of earning switch reinforcers is the
number of reinforcers delivered for switching
to an alternative divided by the time spent at
the other alternative, which earned those
switch reinforcers. Thus the rate of earning
reinforcers at Alternative 1 is the sum of the
reinforcers earned for staying at Alternative 1
plus the reinforcers earned for switching
to Alternative 2 divided by the time at
Alternative 1.

The asymmetrical arrangement, however,
produces different rates of earning rein-
forcers at the alternatives. For example, at
the alternative with VI 36 s for staying and VI
36 s for switching, 18 reinforcers, on average,
are earned every 320 s: Nine reinforcers are
earned from the VI 36 s for staying plus nine
reinforcers are earned from the VI 36 s for
switching. At the alternative with VI 320 s for
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staying and VI 320 s for switching, two re-
inforcers, on average, are earned every 320 s:
One reinforcer is earned from the VI 320 s for
staying and one reinforcer is earned from the
VI 320 s for switching.

If the allocation of behavior between alter-
natives is sensitive to rates of earning reinforc-
ers, then the difference in the rates of earning
reinforcers under the asymmetrical arrange-
ment will affect preference: There will be
a preference for the alternative associated with
a higher rate of earning reinforcers. This
preference occurs even though, in the asym-
metrical arrangement, the rate of obtaining
reinforcers at each alternative is the same. At
the alternative with, say, VI 36 s for staying and
VI 36 s for switching, nine reinforcers, on
average, will be obtained from the VI 36 s for
staying at Alternative 1 and nine reinforc-
ers will be obtained at Alternative 2 from the
VI 36 s for switching. At Alternative 2, one
reinforcer will be obtained from the VI 320 s
for staying at that alternative and one re-
inforcer will be obtained at Alternative 1 from
the VI 320 s for switching. Thus, on average,
a total of 10 reinforcers will be obtained every
320 s at each alternative.

The analysis of concurrent schedules into
pairs of stay and switch schedules applies to
the Findley (1958) procedure as well as to the
usual two-manipulandum choice procedure.
In the Findley procedure, responses at one
(changeover) manipulandum switch alterna-
tives, which are signaled by different stimuli
(lights, tones, etc.), whereas responses at
a second (main) manipulandum earn and
obtain the stay and switch reinforcers. In the
present experiment, preference was examined
on concurrent VI VI schedules using a Findley
procedure. In half of the conditions, symmet-
rical schedules were arranged and in half of
the conditions asymmetrical schedules were
arranged. In this way, the effects of rates of
earning reinforcers at each alternative were
investigated. A COD was not used because this
would modify the contingency for obtaining
switch reinforcers. The generalized matching
law should describe the data from the sym-
metrical conditions, which would verify that
the four-schedule procedure used here pro-
duces data consistent with the generalized
matching law. If the rates of earning reinforc-
ers do not affect preference, the generalized
matching law also should describe data from

the asymmetrical arrangement. If the general-
ized matching law describes data from the
symmetrical conditions but not those from the
asymmetrical conditions, then rates of earning
reinforcers need to be included in the list of
choice-affecting variables in the concatenated
generalized matching law.

METHOD

Subjects

The subjects were 6 naive female Sprague-
Dawley rats obtained from Hilltop Lab
Animals (Scottdale, PA) and maintained at
85% of their free-feeding weights. They were
approximately 100 days old when the experi-
ment began and were housed individually in
a temperature-controlled colony room on
a 14:10 hr light/dark cycle with free access to
water in their home cages.

Apparatus

Six operant conditioning chambers were
used. Four chambers were approximately
225 mm wide and 195 mm high; three of the
chambers were 235 mm in length, whereas the
fourth was 350 mm in length. Each chamber
was located in a light- and sound-controlled
box. The 50 mm square opening for the food
cup was centered horizontally on one 225-mm
by 195-mm wall, 20 mm above the floor. Two
response levers (Model G6312, R. Gerbrands
Co.), 45 mm long by 13 mm thick, protruded
15 mm into the chamber. The centers of
the levers were 60 mm to the left or right of
the center of the food cup and 50 mm above
the floor. Each lever required a force of
approximately 0.3 N to operate. A Gerbrands
feeder (Model G5120), located behind the
wall containing the food cup, dispensed 45-mg
food pellets (Formula A/1, P. J. Noyes Co.),
which were 85% PurinaH Rodent Chow.
The other two chambers were 305 mm wide,
270 mm high, and 250 mm long. On one 305-
mm by 270-mm wall were three response levers
(Model G6312) 95 mm above the floor. One
lever was centered on the wall and the other
two levers were 90 mm on either side of the
center of the center lever. Only the two
outside levers were used in this experiment.
Centered horizontally on the opposite wall,
35 mm above the floor, was a 50-mm square
opening to the food cup. The food cup was
located on the opposite wall so that it was
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approximately equidistant to each of the
three levers, which was important in experi-
ments examining three-alternative choice. A
Gerbrands feeder, located behind the food
cup, dispensed 45-mg food pellets (Formula
A/1). A 24-V DC stimulus light was centered
approximately 75 mm above each lever. All
chambers were illuminated during sessions by
a pair of houselights mounted on the top
center of the chamber. White noise was
presented through a speaker centered be-
tween the houselights. An IBMH-compatible
computer and MED-PCH software and hard-
ware (MED Associates Inc.) controlled the
experimental events and recorded responses.

Procedure

All conditions used a changeover-lever pro-
cedure (Findley, 1958) to expose rats to
concurrent VI VI schedules. The alternative
in effect at the beginning of a session, signaled
by either a light or white noise, was randomly
determined. One pair of stay and switch
schedules arranged stay and switch reinforcers
during light, and a different pair arranged
reinforcers during noise (Table 1). Pressing the
changeover (right) lever switched stimuli and
the associated pairs of schedules in effect.
During either light or noise, when a stay
schedule arranged a reinforcer that schedule
stopped until a press of the main (left) lever
delivered that reinforcer. If the rat switched
alternatives before the reinforcer was deliv-
ered, that reinforcer was held until the rat
switched back to that alternative, and the first
press at the main lever then delivered that
reinforcer. Also during either light or noise,
when a switch schedule arranged a reinforcer
that schedule stopped. It resumed when the
rat returned to that alternative, as in standard
concurrent VI VI schedules. Switch reinforc-
ers, when arranged, were delivered by the first
response at the main lever after pressing the
changeover lever. Thus, when a switch re-
inforcer was arranged, the rat was required to
press the changeover lever to change alter-
natives, and then to press the main lever to
deliver the switch reinforcer. There was no
COD. If both a stay and a switch reinforcer
were arranged, the first response delivered the
switch reinforcer and the next response de-
livered the stay reinforcer. For this to occur,
the stay reinforcer must be arranged after the
last press at the main lever during the brief

time traveling to the changeover lever. Then
during the visit at the other alternative, a re-
inforcer for switching back to the first alternative
must also be arranged. It was rare for both
reinforcers to be arranged at the same time.

Conditions differed according to the ar-
rangement of stay and switch schedules at the
alternatives. During the symmetrical condi-
tions, the value of the stay schedule that
operated at each alternative equaled the value
of the switch schedule that operated at the
other alternative. The values of the schedules
were selected to provide a wide range of log
ratios of rates of obtaining reinforcers. During
the asymmetrical conditions, the value of the
stay schedule that operated at each alternative
equaled the value of the switch schedule that
operated at the same alternative. The opera-
tion of the schedules and arranging of re-
inforcers was identical in the symmetrical and
asymmetrical arrangements.

Each VI schedule consisted of 10 intervals
obtained by the method described by Fleshler
and Hoffman (1962) that gives an approxi-
mately exponential distribution of intervals,
and the intervals were randomly selected
without replacement. For the symmetrical
arrangement, the stay and switch schedules
in each condition were selected to maintain an
approximately constant overall rate of rein-
forcement of one per 32 s. This was accom-
plished by selecting values of the stay and
switch schedules whose reciprocals summed to
the reciprocal of 32 (see Herrnstein, 1961).
The values of the stay and switch schedules for
the asymmetrical arrangement were obtained
by exchanging the values of the switch sched-
ules in the symmetrical arrangement.

Because the rats were naive, they were first
trained to approach the food cup at the sound
of the feeder operating. Then their behavior
was shaped to press the main lever. Pressing
the changeover lever emerged when responses
at the main lever were reinforced intermit-
tently. The rats then were exposed to the first
condition in Table 1, which shows, for each
rat, the sequence of conditions, the values of
the schedules in each condition, and the
number of sessions that each condition was
in effect.

To identify possible order effects, 3 rats first
were exposed to the symmetrical conditions
and the other 3 to the asymmetrical condi-
tions. A condition remained in effect for at
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least 10 sessions and until visual inspection
showed there were no apparent upward or
downward trends in the logs of the ratios of
the rates of obtaining reinforcers, of responses,
and of times for five consecutive sessions.
Sessions were typically conducted 7 days a week
and ended after the first changeover response
following the 100th reinforcer.

RESULTS AND DISCUSSION

All the results reported here are based on
the sums of the data from the last five sessions
of each condition. Table 1 presents these sums
of presses at the main lever in the light and
noise alternatives, total time (in seconds)
spent at the light and noise alternatives,
reinforcers obtained for staying at and switch-
ing to the light and noise alternatives,
and total changeovers to the noise and to the
light alternatives. For completeness, Table 1
includes the time allocation data although
only the results of analyses of response
allocations are shown.

The generalized matching law described the
data from the symmetrical conditions. The
rate of obtaining reinforcers at an alternative is
the sum of the reinforcers obtained for staying
plus the reinforcers obtained for switching to
that alternative divided by the session time.
When rates of obtaining stay and switch rein-
forcers are explicitly noted, the generalized
matching law may be expressed in logarithmic
form as:

log
B1

B2

� �
~s log

Rt1zRw1ð Þ=T

Rt2zRw2ð Þ=T

� �
zlog b, ð3Þ

where Rt1 and Rt2 represent the number of stay
reinforcers obtained at Alternatives 1 and 2,
respectively. Rw1 and Rw2 represent the num-
ber of switch reinforcers obtained at Alter-
natives 1 and 2, respectively, which were
earned at Alternatives 2 (light) and 1 (noise),
respectively. T is the session time, which of
course divides out of Equation 3. It is
important to note that in all equations the
subscripts refer to the alternative in which
reinforcers were obtained. The other symbols
are the same as in Equation 1. This equation
describes a straight line, and can be fitted to
the data using least-squares linear regression.
Ratios of the rates of obtaining reinforcer were
the sum of the stay reinforcers obtained (and
earned) by a response in light plus the switch

reinforcers obtained by a response in light that
were earned in noise divided by session time.
This quotient was divided by the sum of the
stay reinforcers obtained (and earned) by
a response in noise plus the switch reinforcers
obtained by a response in noise that were
earned in light divided by session time. This
analysis is the standard application of the
generalized matching law to concurrent
choice with the stay and switch reinforcers
explicitly noted.

Figure 1 shows that for each condition, the
logs of the response ratios increased with
increases in the logs of the ratios of the rates
of obtaining reinforcers. For the symmetrical
conditions, the generalized matching law
(Equation 3) described the logs of the re-
sponse ratios (r2 . .93). Undermatching, that
is, behavior ratios changing less than the
reinforcer ratios, was consistently found, prob-
ably because a COD was not used. Log b did
not consistently differ from zero so there was
no consistent bias. For the asymmetrical
conditions, the generalized matching law did
not describe the results; inspection of Figure 1
shows that the data deviated systematically
from the path of the data described by the
symmetrical conditions. The data are aligned
almost vertically and appear to be described by
a sensitivity (s in Equation 3) considerably
greater than 1 (i.e., overmatching).

Figure 2 plots log response ratios as a joint
function of the ratios of the rates of earning
reinforcers and obtaining reinforcers and
shows that log response ratios increased as
a joint function of these two variables. This
figure also shows that the symmetrical condi-
tions produced variations in the ratios of
obtaining reinforcers but little change in the
ratios of the rates of earning reinforcers; in
contrast, the asymmetrical conditions pro-
duced different ratios of earning reinforcers
but little change in the ratios of the rates of
obtaining reinforcers.

Explicitly noting the stay and switch re-
inforcers in Equation 2, and expressing the
resulting equation in logarithmic form pro-
duces:

log
B1

B2

� �
~s0 log

Rt1zRw1ð Þ=T

Rt2zRw2ð Þ=T

� �
z

h log
Rt1zRw2ð Þ=T1

Rt2zRw1ð Þ=T2

� �
zlog b 0,

ð4Þ
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where Tn represents the time spent at Alter-
native n and parameters s9 and b9 correspond
to parameters s and b in Equation 1; the
primes are used to distinguish them. The
other symbols are the same as in the previous
equations. Equation 4 plots as a flat plane and
may be fitted to the data using least-squares
multiple linear regression. The results of
regressions using Equation 4 are shown in
Table 2. The descriptions of the response
ratios were good (r2 . .87) for Rats 408, 409,
410, and 412 but poorer for Rats 407 and 411
(.79 . r2 . .75).

The parameter estimates in Table 2 show
that the parameters s9 and h are both necessary
to describe the data. Parameter values for s9
and h were more than two standard errors
greater than zero in all six comparisons and in
five of the six comparisons, respectively. This
indicates that s9 and h were not equal to zero.
The two parameters differed by more than two
standard errors for Rats 409 and 410, which

indicates that both of these parameters need
to be included in Equation 4, so it is unlikely
that s9 and h could be taken as equal.

EXPERIMENT 2

Experiment 2 replicated Experiment 1 using
a different method of varying the ratio of the
rates of earning reinforcers, namely, a two-
manipulandum concurrent procedure instead
of a Findley procedure, and random-interval
(RI) rather than VI schedules. In the weighted
conditions in Experiment 2, the rate of earn-
ing reinforcers was always greater at one
alternative. This was accomplished by using
a pair of stay and switch schedules at one
alternative; the values of the schedules in the
corresponding symmetrical pair were multi-
plied by a constant, and this pair of schedules
was assigned to the other alternative. Consider
the schedules in the first condition for Rat 476.
The values of the pair of schedules at the left

Fig. 1. The logs of the response ratios plotted as a function of the logs of the ratios of the rates of obtaining
reinforcers in Experiment 1. Also shown is the best-fitting line to data from the symmetrical conditions, using Equation 3
and least-squares linear regression, and the resulting equation for that line; the standard errors of sensitivity and bias and
percentage of the variance accounted for by the equation are below it.
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Fig. 2. The logs of the response ratios plotted as a joint function of the logs of the ratios of the rates of obtaining
reinforcers and the logs of the ratios of the rates of earning reinforcers in Experiment 1. The tilting plane shows the best-
fitting plane using Equation 4 and the data from the symmetrical conditions combined with the data from the
asymmetrical conditions. The vertical lines show the difference between the obtained and predicted data from each
condition. When the residuals are not visible they are smaller than the data point.
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alternative were VI 16.7 s for staying and VI
50 s for switching to the right alternative. The
symmetrical pair would be VI 50 s for staying at
the right alternative and VI 16.7 s for switching
to the left alternative. The values of this pair of
schedules were multiplied by 5 producing VI
250 s for staying at the right alternative and VI
83.2 s for switching to the left alternative. The
values of the pair of schedules at the left
alternative were not changed. Across weighted
conditions, the multiplier was constant for
each rat, but the values in the initial pair of
schedules varied. As in the previous experi-
ment, several conditions used the symmetrical
arrangement and several conditions used the
weighted arrangement.

METHOD

Subjects

The subjects were 3 female Sprague-Dawley
rats obtained from Hilltop Lab Animals
(Scottdale, PA) and maintained at 85% of
their just-determined free-feeding weights.
They were approximately 170 days old when
the experiment began and were housed in-
dividually in a temperature-controlled colony
room on a 14:10 hr light/dark cycle with free
access to water. The rats previously had been
used in an introductory psychology laboratory
class in which students trained them to go to
the food cup when food pellets were delivered.
The students then shaped lever pressing.

Apparatus

This experiment used the same two-lever
operant conditioning chambers that were used
in Experiment 1.

Procedure

All conditions used a two-lever procedure
(Herrnstein, 1961) to expose rats to concur-

rent RI RI schedules. While at the left alter-
native, one pair of stay and switch RI schedules
arranged stay and switch reinforcers; while at
the right alternative, a different pair of stay
and switch RI schedules arranged stay and
switch reinforcers (Table 3). The first press at
the left or right lever started the stay and
switch schedules associated with that alterna-
tive and stopped the stay and switch schedules
associated with the other alternative. When
either stay schedule arranged a reinforcer, that
stay schedule stopped until a press of the
associated lever delivered that reinforcer. If
the rat switched alternatives before the stay
reinforcer was delivered, that reinforcer was
held until the rat switched back to that
alternative by responding at the associated
lever, which obtained that stay reinforcer.
When either switch schedule arranged a re-
inforcer, that switch schedule stopped: The
first press at the other lever obtained that
switch reinforcer. That switch schedule re-
sumed operating when the rat switched back
to the associated alternative. There was no
COD.

Conditions differed according to the ar-
rangement of stay and switch schedules at the
alternatives. In the symmetrical condition, the
arrangement of the stay and switch schedules
was identical to the symmetrical conditions in
Experiment 1; the value of the stay schedule
that operated at each alternative equaled the
value of the switch schedule that operated at
the other alternative. In the weighted condi-
tions, the rates of earning stay and switch
reinforcers at one alternative were a multiple
of the rates at the other alternative. This was
accomplished by (a) starting with one pair of
schedules and assigning them to one alterna-
tive, and (b) multiplying the corresponding
symmetrical pair of stay and switch RI sched-
ules by a constant and assigning these sched-

Table 2

Results of least-squares multiple linear regressions for response allocations using Equation 4 for
data from the symmetrical conditions combined with data from the asymmetrical conditions in
Experiment 1.

Rat s9 SE h SE log b9 SE r2 df

407 0.32 0.11 0.44 0.11 20.03 20.05 .79 8
408 0.45 0.07 0.49 0.07 0.02 0.03 .93 8
409 0.64 0.10 0.08 0.07 0.02 0.04 .90 7
410 0.43 0.05 0.19 0.05 0.03 0.02 .93 8
411 0.16 0.07 0.21 0.06 0.00 0.03 .75 7
412 0.44 0.07 0.21 0.11 0.04 0.03 .87 7
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ules to the other alternative. For Rat 476, the
schedules associated with the right alternative
were multiplied by 5; for Rat 477, the
schedules associated with the left alternative
were multiplied by 2; and for Rat 478, the
schedules associated with the right alternative
were multiplied by 2. Consequently, for Rat
477 the programmed rates of earning re-
inforcers at the right alternative were 2 times
the programmed rates of earning reinforcers
at the left alternative. For Rats 476 and 478,
the programmed rates of earning reinforcers
at the left alternative were 5 and 2 times,
respectively, the programmed rates of earning
reinforcers at the right alternative. The values
of the initial pair of schedules were selected so
that, given the multiplier for each rat, the
overall rate of obtaining reinforcers per
session was generally within the range of the
overall rates of obtaining reinforcers in the
symmetrical conditions. The operation of the
schedules and arranging of reinforcers were
identical in the symmetrical and weighted
conditions.

For each RI schedule, a probability genera-
tor was sampled every 0.5 s. When a signal
occurred, the next response associated with
that schedule was reinforced. For each rat,
Table 3 lists the sequence of conditions, the
number of sessions that each condition was in
effect, and the arrangement of schedules in
each condition. Two rats were first exposed to
the weighted conditions and the 3rd rat to the
symmetrical conditions. A condition remained
in effect for at least 10 sessions and until visual
inspection showed there were no apparent
upward or downward trends in the logs of the
ratios of the rates of obtaining reinforcers, of
responses, and of times for five consecutive
sessions. Sessions typically were conducted
7 days a week and ended after the first change-
over response following the 100th reinforcer.

Because the rats had pressed a lever in
a different operant chamber, lever pressing
was not shaped. Instead, they were placed in the
chamber on a concurrent RI 4-s RI 4-s schedule
for one session followed by a RI 10 s RI 10 s for
1 day and RI 20 s RI 20 s for two sessions. Then
they were placed on the schedules in the first
condition listed in Table 3.

RESULTS AND DISCUSSION

All the results reported here are based on
the sums of the data from the last five sessions

of each condition. Table 3 presents these sums
of presses at the left and right levers, total time
(in seconds) at the left and right alternatives,
reinforcers obtained from the stay and switch
schedule at each alternative, and changeovers
to the right and to the left alternative. Time at
an alternative was measured from the first
press at an alternative to the first press at the
other alternative. For completeness, Table 3
includes the time allocation data although
only the results of analyses of response
allocations are presented.

Figure 3 shows that, for each arrangement,
the logs of the ratios of responses increased
approximately linearly with increases in logs of
the ratios of the rates of obtaining reinforcers.
For the symmetrical conditions, the general-
ized matching law (Equation 3) accurately
described the data for 2 rats (r2 . .85); the
poor description for Rat 476’s data probably
results from the low slope. Sensitivity values
ranged from 0.28 to 0.99, and log bias values
from 20.05 to 0.32. Although the standard
errors of estimate were large (. 0.20) for Rats
476 and 478, these results support the conclu-
sion that the present procedures were suffi-
cient to produce data consistent with the
generalized matching law, as was found in
Experiment 1. Figure 3 also shows, for each
rat, that the data from the weighted conditions
did not follow the path of the data from the
symmetrical conditions. Rather, the data for
Rats 476 and 477 were consistently displaced
toward the alternative with the higher earning
rate. The weighted condition data for Rat 478
was displaced toward the higher earning rate
only when the log obtained reinforcer rate was
less than zero.

Clearly, the ratios of the rates of earning
reinforcers affected preference. Figure 4 shows
that logs of the ratios of responses increased as
a joint function of increases in the logs of the
ratios of the rates of obtaining reinforcers and
the logs of the ratios of rates of earning
reinforcers. This figure also shows that, for the
symmetrical and for the weighted conditions,
the logs of the ratios of rates of obtaining
reinforcers varied and the logs of the ratios of
the rates of earning reinforcers remained
approximately constant. For each rat, the data
from the symmetrical and from the weighted
conditions each form an approximately
straight line and these lines were roughly
parallel to each other. The logs of the ratios
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of the rates of earning reinforcers from the
weighted conditions were generally displaced
towards the alternative that earned the higher
rate of reinforcers. In addition, the greater

Fig. 3. The logs of the ratios of responses plotted as
a function of the logs of the ratios of the rates of obtaining
reinforcers in Experiment 2. Also shown is the best-fitting
line to data from the symmetrical conditions, using
Equation 3 and least-squares linear regression, and the
resulting equation for that line; the standard errors of
sensitivity and bias and percentage of the variance
accounted for by the equation are below it. All ratios are
data from the left alternative divided by data from the right
alternative.

Fig. 4. The logs of the response ratios plotted as a joint
function of the logs of the ratios of the rates of obtaining
reinforcers and the logs of the ratios of the rates of earning
reinforcers in Experiment 2. The plane shows the best-
fitting plane using Equation 4 for the data from the
symmetrical conditions combined with the data from the
weighted conditions. The vertical lines show the difference
between the obtained and predicted data. When the
residuals are not visible they are smaller than the data
point.
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weightings produced greater displacements of
the logs of the ratios of rate of earning
reinforcers. The amount of the displacement
was larger for Rat 476 whose weighting was 5 as
compared to the displacement for Rats 477
and 478, whose weightings were 2. Equation 5
described the data for Rats 476 and 477
(r2 5 .93). The description was poorer for
Rat 478 (r2 5 .73).

The estimates of the values of the two
sensitivity parameters, s9 and h, were different
for Rats 476 and 478, suggesting that different
s9 and h parameter values are needed to
describe the results of individual rats; the
difference was more than two standard errors
for Rat 476. The fitted parameter s9, sensitivity
to ratios of the rates of obtaining reinforcers,
was more than two standard errors from zero
for Rat 476. The fitted parameter h, sensitivity
to ratios of rates of earning reinforcers, was
more than two standard errors from zero for
all 3 rats. Values of log b9 were similar to those
obtained from fits to the symmetrical condi-
tions—in particular, the large positive bias for
Rat 478 was maintained.

Overall maximizing is a theory of behavior
that assumes animals behave optimally; they
behave to obtain the most reinforcers for the
least effort (Stephens & Krebs, 1986). The
results from the weighted conditions are not
predicted by overall maximizing. Under the
weighted arrangement, the optimal strategy
would be to stay at the richer alternative, the
alternative associated with the greater rate of
earning reinforcers, making brief visits to the
leaner alternative to obtain switch reinforcers.
Inspection of Figure 3 shows that the absolute
value of the log behavior ratio ranged from
0.1 to 1.0. Converting log behavior ratios to
percentage of responses at an alternative
means that, for all rats and all conditions,
between 50% and 91% of the responses were
at the richer alternative. Across rats, in 11 of 15
weighted conditions, less than 80% of the

responses were at the richer alternative, which
is not consistent with overall maximizing.

GENERAL DISCUSSION

The results of Experiments 1 and 2 show
that the ratios of the rates of earning re-
inforcers influenced preference. Consequent-
ly, these rates need to be included in equations
used to describe concurrent performances, at
least when rates of obtaining reinforcers at an
alternative are different from the rates of
earning reinforcers at the other alternative.
These experiments also demonstrated the
importance of considering concurrent sched-
ules as consisting of two functionally indepen-
dent pairs of stay and switch schedules. It was
only this view of concurrent schedules that
showed the influence of the ratio of the rates
of earning reinforcers.

A changeover delay changes the stay and
switch contingencies. In particular, when
a switch reinforcer follows a COD that switch
reinforcer also reinforces stay responses
during that COD. The increased reinforce-
ment of stay responses during the COD may
reduce the effects of the asymmetrical and
weighted arrangements compared to symmet-
rical arrangements. Responding during a
COD occurs at a constant rate, regardless of
schedule value (Silberberg & Fantino, 1970),
which could further increase the attenuation
by adding a constant to the numerator and
denominator of the behavior ratio. However,
another effect of a COD may minimize this
effect: A COD reduces the rate of switching
between alternatives, which means that the
number of responses during a visit to an
alternative increases (Shahan & Lattal, 1998).
The overall increased visit length may mask
the increased responding at the less preferred
alternative. In an experiment that did not use
a COD, run lengths (i.e., the mean number of
responses during a visit to an alternative) were

Table 4

Results of least-squares multiple linear regressions for response allocations using Equation 5 for
the data from the symmetrical conditions combined with data from the weighted conditions in
Experiment 2.

Rat s9 SE h SE log b9 SE df r2

476 0.63 0.13 0.33 0.07 0.01 0.06 5 .93
477 0.66 0.35 0.63 0.08 20.06 0.08 5 .93
478 0.99 0.74 0.55 0.16 0.37 0.15 5 .73
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a function of the ratio of the rates of earning
reinforcers for staying divided by switching
(MacDonall, 2000). Replicating this experi-
ment with a COD replicated the function
relation; the only difference was that the rate
of switching between alternatives decreased
(MacDonall, 2003). Whether a COD alters the
effects produced by the asymmetrical and
weighted arrangements remains to be deter-
mined.

Quantitative Considerations

The generalized matching law accurately
described the data from 8 of the 9 rats exposed
to the symmetrical arrangements in Experi-
ments 1 and 2. The data from both the
asymmetrical (Figure 1) and the weighted
(Figure 3) conditions were not on the path
of the data from the symmetrical conditions
because the ratios of the rates of earning
reinforcers were ignored in these figures.

Equation 4 described the data from the
symmetrical conditions combined with the
data from the asymmetrical conditions in
Experiment 1 and the data from the symmet-
rical conditions combined with the data from
the weighted conditions in Experiment 2. The
descriptions of the response ratios were good
for 6 of the 9 rats (r2 . .85); only one
description was poor (r2 , .75). Along with
showing that the ratio of the rates of earning
reinforcers directly affects preference, this
equation provided simultaneous estimates of
each rat’s behavioral sensitivity to the ratio of
the rates of obtaining reinforcers and the ratio
of the rates of earning reinforcers.

One aspect of Equation 4 is problematic:
The time spent at each alternative, a depen-
dent variable, appears on the right side of the
equation. Although having a dependent vari-
able on the right side of the equation is
a concern, the good fits by the equation are
not an artifact. This is most easily seen when
fitting time ratios using the equivalent of
Equation 4, in which the time ratio, T1/T2, is
on the left side of the equation. The ratio of
the rates of earning stay plus switch reinforcers
can be expressed as the product of two ratios:
((St1 + Sw2)/(St2 + Sw1))h and (T2/T1)h; here,
the ratio of times at the alternatives is T2/T1.
The time ratio on the left side, T1/T2, is the
reciprocal of the time ratio on the right side,
T2/T1; obviously, they are perfectly negatively
correlated. Consequently, one might expect

the slope, h, to be negative, reflecting this
negative correlation. The slopes, however, are
all positive (not shown). The reason they are
positive is that the logs of the ratios of the sum
of the stay and switch reinforcers earned at
each alternative ranged from 21.3 to 1.3, and
the logs of the ratio of times spent at the
alternatives ranged from 20.5 to 0.5. Because
the range of the logs of the time ratios were
approximately one third the range of the
reinforcer ratios, the logs of the time ratios
have much less influence in determining the
value of h. The greater range of the ratio of
reinforcers earned at each alternative over-
comes the negative correlation of the time
ratios. Because logs of the response and time
ratios are highly correlated, the same argu-
ment applies to understanding that the fits to
the response ratios are not an artifact of
having the reciprocal of the time ratios on
the right side of the equation. Although the
fits of Equation 4 are not an artifact with these
data, a preferred equation would not have the
time ratio on the right side.

Decomposing Concurrent Schedules

In previous research (MacDonall, 2000), rats
were trained on one pair of stay and switch RI
schedules. Across conditions, the values of the
schedules varied so that by the end of the
experiment rats were trained on 8 or 10
conditions that could be formed into four or
five pairs of symmetrical schedules. The order
of conditions varied so the conditions forming
a symmetrical pair did not follow each other.
The performance in each condition was
functionally independent of the performances
and contingencies in the other conditions.
The generalized matching law described com-
posite performances that were obtained from
sets of conditions whose pairs of stay and
switch schedules formed symmetrical pairs.
This was accomplished by obtaining the
responses per visit, duration of visits, stay
reinforcers per visit, and switch reinforcers
per visit for each condition. Conditions that
formed symmetrical pairs were mated together
and the per-visit performance of the mated
pairs was used in the analysis. Because the
generalized matching law described these
composite performances, it appears that con-
current performances are composed of two
functionally independent performances, each
maintained by a pair of independent stay and
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switch schedules operating at the alternatives.
In a standard concurrent schedule, the
changeover response joins the otherwise in-
dependent performances by exchanging the
stay and switch schedules in effect as the
subject switches alternatives.

The symmetrical conditions of Experiments
1 and 2 used two pairs of functionally in-
dependent stay and switch interval sched-
ules, rather than the usual procedure of
two interval schedules that run continuously,
and the generalized matching law described
the results. The good descriptions using the
generalized matching law to data from the
symmetrical conditions is consistent with
the view that concurrent performance consists
of two functionally independent performances
each maintained by a pair of stay and switch
schedules (MacDonall, 1999, 2000). At each
alternative, the choice was to stay or to switch.
In the present experiments, the schedules
controlling behavior at one alternative were
independent of the schedules controlling
behavior at the other alternative because
different pairs of stay and switch schedules
were used. It remains to be shown experimen-
tally that the performances at each alternative
of a concurrent schedule are functionally
independent of each other.

Earning and Obtaining Reinforcers

The results of Experiments 1 and 2 suggest
that earning reinforcers is a critical variable in
understanding performance in concurrent
choice. Figures 2 and 4 show that the logs of
the ratios of the rates of earning reinforcers
and the logs of the ratios of the rates of
obtaining reinforcers affected preference. The
concatenated generalized matching law is
based on obtained reinforcers—not only the
rates of obtained reinforcers but also the
magnitudes of obtained reinforcers, the im-
mediacies of obtained reinforcers, and the
qualities of obtained reinforcers. Given the in-
fluence of rates of earning reinforcers, it
remains for further research to determine
whether the magnitudes, immediacies, and
qualities of earned reinforcers also influence
preference, and if so, how such effects can be
described quantitatively.
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