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Imaging of metabolites by using a fusion protein
between a periplasmic binding protein and GFP
derivatives: From a chimera to a view of reality
Mark Stitt*

Max Planck Institute of Molecular Plant Physiology, Am Mühlenberg 1, 14476 Golm, Germany

B iological systems contain an immense
number of individual components,

which undergo dynamic and highly inter-
active responses in time and space. Anal-
ysis of these responses will provide a key to
unlock the information encrypted in the
genome sequences that are accumulating
around the world. This task is being driven
by powerful methods that allow compre-
hensive of gene expression, protein local-
ization and protein–protein interactions.
Emerging technologies that allow a com-
prehensive analysis of metabolites (1) will
also make a vital contribution, by uncov-
ering many of the phenotypic changes that
result from alterations of the genotype, or
that accompany changes in gene expres-
sion. High throughput profiling technolo-
gies suffer, however, from a serious blind
spot. Understanding of biological function
also requires spatial
resolution, at the cel-
lular and subcellular
level. For several de-
cades, this sort of
information was ob-
tained in a pain-
staking way, for ex-
ample, by isolating
cell types or organelles and investigating
what proteins, enzyme activities, and me-
tabolites they contained (2), or by produc-
ing tissue sections for in situ hybridization
or immunolocalization of transcripts and
proteins. Molecular cell biology now uses
generic methods to investigate the tissue
and cell-specific localization of transcripts
and the cellular and subcellular distribu-
tion of proteins, for example reporter
genes or GFP fusion proteins. Analogous
techniques are urgently needed to mea-
sure metabolite levels in situ. Metabolites
change even more dynamically than tran-
scripts or proteins, but only a minute
fraction of metabolites possess spectral
properties that allow them to be directly
visualized and imaging by NMR is re-
stricted to metabolites that are present at
relatively high concentrations (3). The de-
velopment of generic techniques to mon-
itor in situ metabolite levels is an enor-

mous technical challenge, because of their
immense chemical heterogeneity.

In this issue of PNAS, Fehr et al. (4)
take an important step toward this goal.
By using a strategy that can be adapted for
the in vivo analysis of the levels of a large
number of different metabolites and nu-
trients (see below), they have created a
nanosensor that allows maltose to be mon-
itored in vivo. The immediate urge to
develop this nanosensor came from their
investigations into the functional geno-
mics of plant sugar, amino acid, and
nucleobase transporters. There are large
numbers of these transporters, encoded by
multigene families whose members show
complex developmental and cell-specific
expression patterns (5, 6). Plants contain
an enormous range of metabolites, and
have complicated long- and short-distance

transport pathways
that differ funda-
mentally from the
systems found in
animals. Under-
standing the role
of the individual
transporters will
deliver vital in-

sights into the way that plants transport,
sense, and allocate the resources that they
require for growth and storage. In many
cases, however, knockout mutants are
proving to be too blunt a tool to precisely
define their function, because the muta-
tions are lethal or the phenotype is either
highly plieotropic or too subtle to detect.
To allow direct determination of their
function, Fehr et al. (4) decided to develop
methods that would allow them to mea-
sure the concentrations of the substrates
of transporters in vivo at a high cellular
and even subcellular resolution.

Their approach exploits the widely ap-
plied tool of fluorescence resonance en-
ergy transfer (FRET) (7, 8). The principle
underlying this approach is that when two
chromophores with overlapping but
slightly different absorbance and fluores-
cence spectra are brought close enough
together in the appropriate orientation,

part of the light absorbed by the partner
with the shorter (higher energy) absor-
bance range will be transferred to the
other partner, leading to a decrease in the
intensity of the fluorescence emitted by
the short-wavelength range partner, and
an increase in the intensity of the fluores-
cence emitted by the longer wavelength-
range partner. This can be exploited by
expressing a pair of chromophoric pro-
teins with suitable spectral properties as
fusion proteins, either attaching them to
two different proteins to investigate
whether and when these two proteins
come into a close interaction in vivo, or
attaching both to the same protein to
investigate conformational changes that
are induced in it by, for example, ligand
binding. Most applications of FRET use
green fluorescent protein (GFP) as the
chromophore (7, 8). This jellyfish protein
has three key properties: the chro-
mophore is formed by folding of the pro-
tein itself and this occurs readily even in
heterologous hosts, it absorbs and fluo-
resces strongly, and it has been possible to
engineer a series of modified forms with
altered spectral properties (9). FRET has
been widely applied to monitor protein–
protein interactions (10), analyze confor-
mational changes in molecular motors
(11), monitor protein kinase activities (12)
and the subcellular targeting and regula-
tion of protein phosphatases by regulatory
subunits (13), and to monitor changes in
cellular free Ca2� (14, 15), pH (16), pro-
tein kinase activator (17) cGMP (18), and
diacylglycerol and phosphoinositides (19).

The key step in Fehr et al. (4) is to
combine FRET with the metabolite rec-
ognition capacity of a bacterial periplas-
mic binding protein (PBP). There are a
very large number of different PBP’s lo-
cated in the extracellular periplasmic
space of Gram-negative bacteria. Each
binds a specific compound or group of
compounds with high affinity. Some sub-
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sequently interact with transport proteins
and release the metabolite to allow it to be
imported, whereas others act as chemo-
sensors. Although the primary structure
of PBP’s differs considerably, the spatial
structure is conserved, consisting of two
ellipsoidal lobes and a hinge region. Bind-
ing of substrate leads to closing and a
slight rotation of the lobes (20, 21).

Fehr et al. (4) attached two different
GFP variants to the N and C termini of a
PBP, which binds maltose (the maltose
binding protein, MBP). Native MBP binds
maltose in an effectively irreversible
mode, and release requiring an interaction
with the maltose transport protein. MBP
therefore had to be modified to optimize
it for this new role as the sensing compo-
nent in a nanosensor. Redesign was aided
by detailed information about the three-
dimensional structure of the free and
bound forms of PBP’s (20–22). To achieve
reversible maltose binding and a maltose-
dependent FRET signal, a slightly trun-
cated form of MBP was used. Further
site-directed changes in individual amino
acids in the maltose-binding site gener-
ated two further nanosensors with a pro-
gressively lower affinity for maltose. The
end result was a set of three nanosensors,
which together covered a wide concentra-
tion range from 0.3–2000 �M maltose. In
addition, an engineered form was pro-
duced with a very low affinity for maltose,
which acted as a control that other effec-
tors (e.g., protons) were not leading to
artifactual signals (see below).

This set of nanosensors was used to
assay maltose in an ELISA-plate-based
test, to measure maltose in vitro in com-
plex mixtures, and for a semiquantitative
measurement of the changes of maltose in
vivo in yeast after adding external maltose.
This approach allows direct monitoring of
transport and the consequences for the
concentration of maltose in the yeast cell
and even within the various subcellular
compartments. It has several possible ap-
plications to understand the role of mal-
tose in plant metabolism, in particular
during starch metabolism, where maltose
plays a key role as a major product during
starch degradation, being probably the
major form in which carbon is exported
from the plastid to the cytosol (23).

The work of Fehr et al. (4) builds on
pioneering developments by the group of
Tsien, which has already led to the devel-
opment of nanosensors for free Ca2�,
protons, membrane potential, and cGMP
(see above). However, use of a PBP pro-
vides, to my knowledge, the first in vivo
nanosensor for a metabolite as opposed to
a signaling component. More crucially,
this approach has great potential for
expansion. As there are numerous
periplasmic binding proteins, which bind a
wide range of sugars, amino acids, nutri-

ents, and other metabolites (http:��www.
biology.ucsd. edu��ipaulsen�transport.),
it opens the perspective of a set of
nanosensors that can be used to monitor
the levels of many key metabolites in vivo,
by using a detection system that will allow
such measurements to be interfaced with
the in vivo detection of signaling and cel-
lular events (see above).

The potential of the PBP family has also
been realized in studies in which hybrid
devices consisting of PBP plus a nonpro-
teinaceous transducer element were de-
veloped. In one study (24) the C terminus
of PBP was attached covalently to an
electrode surface and a Ru(II) redox re-
porter group, then introduced via a mod-
ified cysteine onto the side that faced the
electrode. After binding of a ligand, the
resulting hinge-bending motion alters
the electronic coupling between the
Ru(II) redox reporter group and the elec-
trode and generates an electrochemical
signal. In this way, electrical sensors for
maltose, glucose, and glutamine were cre-
ated. In an alternative approach, a probe
whose fluorescent signal depends on its
immediate environment was attached via
a modified cysteine to a sulfate-sensing
PBP (25). When sulfate binds, the confor-
mation around the probe is altered, re-
sulting in a change in fluorescence. Such
nonenzymic nanosensors have enormous
potential for analysis of samples ex situ,
because they do not require the addition
of further assay components and detection
does not depend on diffusible compo-
nents. They might also be usable after
microinjection or in microelectrodes to
determine metabolite levels in vivo.

Despite the large number of PBP’s,
there are many important metabolites that
they do not bind. The approach taken by
Fehr et al. (4) opens up the possibility of
extending the range, by starting out from
a fusion with an existing PBP, carrying
out mutagenesis, and employing high
throughput screening to identify candi-
dates that bind new substrates. A comple-
mentary strategy would be to design com-
pletely new proteins. For use as a FRET-
based biosensor, it is crucial that ligand
binding leads to a change of conformation
that modifies the energy transfer between
the two GFP derivatives. This requires
them to be far enough apart and�or for the
angle between them to be changed. The
development of Ca2�-sensing chameleons
provides a paradigm (14). After binding of
Ca2, calmodulin binds and alters the ori-
entation of a 26-aa residue of light chain
myosin. Calmodulin was fused with this
26-aa sequence to produce a 2-lobed fu-
sion protein, which alters its conformation
when Ca2� binds. This fusion protein was
further modified to create a biosensor by
adding a GFP derivative onto each lobe.
This approach benefited from the fact that

the Ca-promoted conformation change
occurs naturally. With increased knowl-
edge of protein structure and the way it is
affected by ligand binding, it may be pos-
sible to use analogous approaches for
other metabolites too.

Despite their beauty and sensitivity, the
use of biosensors harbors a danger inher-
ent in any approach that monitors a pa-
rameter by proxy, which is that the go-
between may be unreliable. There are
numerous potential sources of interfer-
ence. One relates to the possibility that the
sensor system is not specific, because
other ligands bind at the binding site. The
specificity of the sensor therefore has to be
rigorously checked against a wide range of
possible alternative substrates. In the case
of the maltose sensor, it is evident that it
also binds maltotriose and longer �(1–4)
glucans (4). A second and even more
pernicious source of artifacts is that bind-
ing of ligands elsewhere on PBP or on the
GFP derivatives may alter the absorption
spectrum, energy transfer, emission spec-
trum, or fluorescence yield. For example,
changes of pH can severely interfere with
Ca2� chameleons, and although further
modifications are decreasing this sensitiv-
ity (15), this is a problem that must be
critically assessed for each new sensor.
Fehr et al. (4) include a vital control,
which is to engineer a form of the fusion
protein in which substrate binding is se-
verely impaired, to act as a control against
artifacts caused by nonspecific interac-
tions of protons or other ligands with the
nanosensor. A third problem is that the
binding range is inappropriate, which will
lead to loss or attenuation of the signal.
Fehr et al. map out one response to this
problem, which is to create a series of
biosensors with a progressive change in
the binding affinity for the ligand, and to
investigate which is most appropriate for a
particular application. Fourth, as in any
strategy based on fluorescence, quenching
can frustrate FRET because other chro-
mophores in the biological object absorb
the excitation or the emitted light.

For these reasons, in situ measurements
of metabolite levels with biosensors will
require careful checks and calibration.
Even these are unlikely to totally exclude
the possibility of errors, so newly devel-
oped sensors would benefit from compar-
ison with the results from conventional
fractionation techniques. In plants, for
example, several techniques exist based on
fractionation of protoplasts that allow sep-
aration and quenching of different cell
fractions within tenths of a second (2),
whole plant tissues can be freeze-clamped
in liquid nitrogen and subsequently re-
solved into their major subcellular com-
partments by nonaqueous density gradi-
ent centrifugation (2, 26), tissues can be
microdissected by conventional tech-
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niques or by emerging technologies like
laser-catapulting (http:��www.rwjpri.
com�lajolla�research�index.htm) and his-
tochemical assays of metabolites on tissue
sections can be used to reveal the spatial
distribution of metabolites, at least at the
level of cell types (27) By judicious com-
bination of biosensors with conventional
biochemistry, it should be possible to pro-
vide solid verified data in set cases, and
underpin the reliability of the far more
detailed and dynamic information pro-
vided by biosensors in a wider range of
experimental situations.

A further limitation in FRET-based
studies is that there are experimental con-
straints on the number of parameters that
can be measured simultaneously. This is
partly because there are only a limited
number of pairs of suitable chromophores
that can be used to produce a particular
nanosensor and, even more crucially,
there is a limitation on the number of
fusion proteins that can be simultaneously
introduced into a given organism and cell.
A two-pronged approach using GFP fu-
sion proteins and FRET to measure one
parameter and hybrid devices on micro-
electrodes to measure further parameters

could allow this limitation to be circum-
vented, at least to an extent.

In the end, however, a challenging di-
lemma emerges. On the one hand, state-
of-the-art technologies now support the
unbiased and broad analysis of transcripts,
proteins, and metabolite profiles at an
organism or organ level. On the other
hand, nanosensors are being developed
that provide exquisite insights into the
dynamic changes in time and space of
individual metabolites. The next challenge
is to develop techniques that will allow
cells and parts of cells to be separated into
samples that come from sufficiently de-
fined types of cell or areas of the cell to
provide meaningful information, but are
large enough to be fed into platforms
for profiling transcripts, proteins, and
metabolites.

In the case of proteins, classical cellular
fractionation or membrane purification
techniques are already being combined
with highly sensitive mass-spectroscopy-
based platforms for protein identification.
This is providing increasingly comprehen-
sive information about the proteins
present in different cell types, organelles,
or membranes. For transcripts and espe-

cially metabolites, the technical challenge
is much larger, because changes in the
levels and distribution must be prevented
during the fractionation process. Depend-
ing on the metabolite, for example, the
half-life may be in the range of days,
hours, minutes, seconds, or even millisec-
onds (see ref. 2). To avoid such changes, it
is necessary either to separate the frac-
tions very rapidly, or to quench the tissue
and then establish and maintain condi-
tions that arrest chemical changes while
the tissue is being fractionated. Possible
strategies include the upscaling and auto-
mation of microdissection, the adaptation
of nonaqueous density gradient fraction-
ation to a wider range of biological appli-
cations, or the development of techniques
that allow large scale and automated
particle-sorting in water-free or low tem-
perature conditions. By combining these
with an analytic platform that allows
quantitatively accurate determination of
100s or 1000s of metabolites, sophisticated
statistical tools and the ability to tag spe-
cific subcellular regions and structures by
using GFP fusion proteins and other novel
methods, it may be possible to produce a
complementary window onto the multi-
farious goings-on in the cell.
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