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HABITUATION TO THE REINFORCER MAY
CONTRIBUTE TO MULTIPLE-SCHEDULE

BEHAVIORAL CONTRAST
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Habituation to the reinforcer may contribute to multiple-schedule behavioral contrast. According to
this argument, reducing reinforcers in one component of a multiple schedule reduces habituation
to the reinforcer. Reducing habituation enhances the value, or effectiveness, of the remaining re-
inforcers, producing positive contrast. Enriching the reinforcers in one component increases habit-
uation to that reinforcer. Increasing habituation decreases the effectiveness of the reinforcer, pro-
ducing negative contrast. Such an idea is simple and parsimonious. It is not contradicted by any
well-established finding in the contrast literature. It makes several tested and untested predictions
that are unusual. However, habituation cannot explain all contrast. A complete explanation requires
postulating that at least one additional mechanism, controlled by the conditions of reinforcement
in the following component, also contributes to contrast.

Key words: behavioral contrast, multiple schedule, within-session changes in responding, habitua-
tion, sensitization, following-component effect, local contrast

Multiple-schedule behavioral contrast has
been studied frequently, but it is not well un-
derstood (Williams, 1997). Contrast is an in-
verse relation between the rate of responding
in one component of a multiple schedule and
the conditions of reinforcement in the other
component (e.g., McSweeney & Norman,
1979). Positive contrast is an increase in re-
sponding during a constant (contrast) com-
ponent when the conditions of reinforce-
ment in the other (variable) component
worsen (e.g., rate of reinforcement decreas-
es). Negative contrast is a decrease in re-
sponding during a constant component when
the other component improves (e.g., rate of
reinforcement increases).1 Behavioral con-
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1 Changes in many aspects of the reinforcer (e.g., its
rate of delivery, its type) produce behavioral contrast.
Therefore, contrast is attributed to a ‘‘worsening’’ or
‘‘improvement’’ in the conditions of reinforcement in
one component of a multiple schedule. The different as-
pects of the reinforcer that alter behavior are sometimes
said to contribute to the value of the reinforcer. That is
the sense in which the term value is used in this paper.
It is a synonym for the effectiveness of the reinforcer in
controlling operant behavior.

trast is central to many theories of operant
responding because it illustrates that rein-
forcers have relative, rather than absolute, ef-
fects on behavior (e.g., Herrnstein, 1970;
Rachlin, 1973; Williams, 1983). Contrast is
also central to many applications of condi-
tioning (e.g., Gross & Drabman, 1981). How-
ever, despite its importance, no generally ac-
cepted theory of contrast has been offered,
and the literature has not been reviewed
since Williams (1983).

We review some of the contrast literature
and argue that only two assumptions are re-
quired to account for most results. First, as-
sume that a decremental effect analogous to
habituation accrues to a reinforcer each time
it is presented, just as habituation accrues
with the repeated presentation of any other
evocative stimulus (e.g., Thompson & Spen-
cer, 1966). Second, assume that the ability of
a reinforcer to support instrumental respond-
ing decreases as the habituation-like effect in-
creases. In that case, reducing the rate of re-
inforcement in one component of a multiple
schedule would reduce the overall amount of
habituation to that reinforcer. The remaining
reinforcers would be more effective (less ha-
bituation) and support a higher rate of re-
sponding (positive contrast). Providing more
reinforcers in one component would increase
habituation to the reinforcer, reducing the ef-
fectiveness of the remaining reinforcers.



200 FRANCES K. MCSWEENEY and JEFFREY N. WEATHERLY

Those reinforcers would support a lower rate
of responding (negative contrast).

To be more specific, contrast is often mea-
sured by comparing responding during a
baseline multiple schedule that provides the
same conditions of reinforcement in both
components (e.g., a multiple variable-interval
[VI] x VI x schedule) to responding during a
contrast schedule that provides different con-
ditions of reinforcement (e.g., a multiple VI
x VI y schedule; McSweeney & Norman,
1979). Assume that the baseline is a multiple
VI 60-s VI 60-s schedule that delivers a maxi-
mum of 60 reinforcers per hour on the av-
erage. Positive contrast could be produced by
changing this baseline to a multiple VI 60-s
extinction schedule that delivers approxi-
mately 30 reinforcers per hour. If each deliv-
ery of the reinforcer produces some habitu-
ation to that reinforcer, then less habituation
occurs during the contrast sessions than dur-
ing the baseline sessions. As a result, the re-
inforcers delivered in the constant VI 60-s
component are more effective and support a
higher rate of responding during the contrast
phase than during the baseline phase (posi-
tive contrast). Negative contrast might be pro-
duced by changing the baseline to a multiple
VI 60-s VI 15-s schedule that delivers a maxi-
mum of 150 reinforcers per hour on the av-
erage. Because the contrast schedule delivers
more reinforcers than the baseline, more ha-
bituation occurs. As a result, the reinforcers
delivered in the constant VI 60-s component
are less effective and support a lower rate of
responding during the contrast phase than
during the baseline phase (negative con-
trast).

Changing reinforcement may produce oth-
er effects on behavior than changing habitu-
ation. For example, rate of responding varies
directly with the rate of reinforcement that is
contingent on that response (e.g., Catania &
Reynolds, 1968). This instrumental effect of
reinforcement will be confounded with
changes in habituation in the component
that is altered to produce contrast (the vari-
able component). For example, if rate of re-
inforcement increases in the variable com-
ponent, then responding during that
component will be determined jointly by an
increase in responding that results from an
increase in the rate of contingent reinforce-
ment and by a decrease in responding that

results from increased habituation to the re-
inforcer. Responding during the constant
contrast component will provide a relatively
pure measure of the change in habituation.
The relation between responding and rein-
forcement will not change in that component
because the rate of reinforcement for re-
sponding in that component is constant. Ha-
bituation to the reinforcer will change be-
cause increasing the rate of reinforcement in
the variable component will produce more
habituation to the reinforcer, regardless of
the component in which that reinforcer is de-
livered.

EVIDENCE FOR HABITUATION TO
THE REINFORCER

Habituation to the reinforcer would not
provide a plausible account for contrast un-
less independent evidence revealed a decre-
mental effect on reinforcer effectiveness anal-
ogous to habituation. Much evidence
supports this idea, and most of it was collect-
ed during multiple schedules similar to those
used to study contrast. These data will be de-
scribed only briefly here because they have
been reviewed elsewhere (McSweeney, Hin-
son, & Cannon, 1996; see also Swithers &
Hall, 1994).

Rate of responding often increases, decreas-
es, or increases and then decreases within ses-
sions of operant conditioning (e.g., Mc-
Sweeney, 1992). Such within-session changes
in responding are frequently reported. For ex-
ample, McSweeney and Roll (1993) cited ap-
proximately 200 studies, conducted in many
different laboratories, that reported those
changes.

To date, many potential explanations for
within-session changes in responding have
been questioned. Questionable explanations
include recovery from handling (McSweeney
& Johnson, 1994), anticipation of events that
follow the session (McSweeney, Weatherly, &
Swindell, 1995), changes in a general moti-
vational state such as arousal (e.g., Mc-
Sweeney, Swindell, & Weatherly, 1996a),
changes in interfering adjunctive responses
(e.g., McSweeney, Swindell, & Weatherly,
1996a), changes in factors related to the act
of responding such as muscular warm-up or
fatigue (e.g., Weatherly, McSweeney, & Swin-
dell, 1995), and changes in attention defined
in two different ways (e.g., McSweeney, Roll,
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& Weatherly, 1994; McSweeney, Weatherly, &
Swindell, 1996b). Explanations that attribute
within-session changes to strongly linked op-
ponent processes (e.g., Solomon & Corbit,
1974) are also suspect because the early-ses-
sion increases in responding often occur
without the late-session decreases, and vice
versa (e.g., McSweeney & Roll, 1993).

In contrast to these questionable explana-
tions, systematic changes in the effectiveness
of the reinforcer that could produce the
changes in responding have been observed
over the course of a session. McSweeney,
Weatherly, and Swindell (1996a) examined
responding when pigeons pecked keys for a
repeatedly presented (mixed grain) reinforc-
er and for a different, infrequently presented
probe (wheat) reinforcer. The rate at which
mixed grain was presented varied across con-
ditions. Responding for mixed grain mainly
decreased within the session when mixed
grain was provided at high rates (e.g., a VI
15-s or VI 30-s schedule). Responding for the
infrequently presented wheat was relatively
constant across the session. Finding changes
in the rate of responding for mixed grain rel-
ative to the rate for wheat strongly suggests
that the value, or effectiveness, of mixed
grain changed within the session (e.g., Baum,
1974; Miller, 1976). The use of relative re-
sponse rates rules out many alternative expla-
nations for decreases in responding. For ex-
ample, if subjects became more fatigued as
the session progressed, then the rate of peck-
ing should have decreased for both mixed
grain and wheat, not just for mixed grain.

The essential feature of our account is that
repeated exposure to the reinforcer eventually
causes the effectiveness of the reinforcer to de-
cline temporarily. We prefer to characterize this
effect as an habituation-like process rather than
as a satiation effect for reasons discussed else-
where (e.g., McSweeney et al., 1996; Mc-
Sweeney & Roll, in press). A central feature of
our argument is that habituation and within-
session changes in operant responding have
similar empirical characteristics. This suggests
that the two phenomena are produced by the
same theoretical variables. McSweeney et al.
(1996) showed that habituation and within-ses-
sion changes share at least eight empirical char-
acteristics. In both cases, the peak rate of re-
sponding is often reached earlier in the session,
and the decline in responding is steeper when

stimuli are presented at higher than at lower
rates. Both changes in responding spontane-
ously recover over time. Both changes are al-
tered by experience. In both cases, the form of
the changes depends on the exact nature of
the stimulus conditions. Both phenomena are
produced by retrospective factors that accu-
mulate over time, rather than by anticipation
of events to come. Neither change can be at-
tributed to effector fatigue. Both are general
phenomena that occur for a wide variety of spe-
cies performing a wide variety of responses. Fi-
nally, the basic form of the changes is similar.
The changes are often bitonic, but the increas-
es may occur without the decreases and vice
versa.

Since the time of McSweeney et al.’s (1996)
review, four more empirical similarities have
been shown. These similarities include dis-
habituation (McSweeney & Roll, in press),
stimulus specificity (McSweeney, Swindell, &
Weatherly, 1996b; McSweeney, Weatherly, &
Swindell, 1996a), faster habituation for less
intense than for more intense stimuli (Mel-
ville, Rue, Rybiski, & Weatherly, 1997), and
slower habituation for more variable stimuli
than for less variable stimuli (Melville et al.,
1997; see McSweeney & Roll, in press, for de-
tails).

To put the strength of finding 12 empirical
similarities in perspective, the term habitua-
tion has been applied to phenomena that
share as few as three of the characteristics of
habituation (Eisenstein & Peretz, 1973). Gill
withdrawal in Aplysia, a widely used prepara-
tion for the study of habituation, shows six of
Thompson and Spencer’s (1966) original
nine characteristics (Pinsker, Kupfermann,
Castellucci, & Kandel, 1970), although it
might share more of a revised list.

Our argument is entirely empirical. We
avoid espousing a particular theory of habit-
uation. To date, many theories have been
proposed (e.g., Sokolov, 1963; Wagner, 1976),
but no single one of them has gained univer-
sal acceptance (e.g., see Mackintosh, 1987,
for criticisms of Wagner’s theory).

Our empirical approach makes testing the
present theory more difficult. If we had de-
fined habituation in terms of changes in an
internal state or a theoretical variable, we
could ask whether this state or variable
changed appropriately whenever contrast was
observed. In the absence of such a test, the
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presence of habituation is revealed when be-
havior conforms to a series of characteristics
(e.g., Thompson & Spencer, 1966). We show
that here. We first show that the fundamental
characteristics of contrast are consistent with
the idea that habituation to the reinforcer
contributes to contrast. Then we argue that
the empirical characteristics of habituation al-
low this theory to make several unusual pre-
dictions, some of which have been confirmed
and some of which are untested. Finally, we
evaluate evidence that seems to contradict
the theory. We conclude that habituation to
the reinforcer is consistent with most of the
characteristics of contrast, but that a second
mechanism must also be postulated to ac-
count for all results in the literature on mul-
tiple-schedule behavioral contrast.

Throughout this paper, we confine our dis-
cussion to the contrast that is observed on
multiple schedules. Although contrast is also
observed during concurrent schedules (e.g.,
McSweeney, Melville, & Higa, 1988), a discus-
sion of concurrent-schedule contrast would
make this paper too long. Several authors
have also argued that different factors pro-
duce concurrent- and multiple-schedule con-
trast (e.g., Rachlin, 1973; Zentall, Weaver, &
Sherburne, 1996).

HABITUATION TO THE REINFORCER IS
CONSISTENT WITH THE FUNDAMENTAL

CHARACTERISTICS OF CONTRAST

The present theory is consistent with sev-
eral generally accepted characteristics of be-
havioral contrast. Because these characteris-
tics are also consistent with many other
theories of contrast, they do not provide
strong support for the present theory. How-
ever, the theory would be rejected if it was
not consistent with these findings.

Changes in Reinforcement
Produce Contrast

The present theory attributes contrast to
differences in habituation to the reinforcer
between the baseline and contrast phases.
Consistent with this idea, contrast is pro-
duced by changes in reinforcement, not by
changes in other factors (e.g., rate of re-
sponding; Williams, 1983). Larger changes in
the rate of reinforcement between the base-
line and contrast phases also produce larger

contrast when baseline rate of reinforcement
is constant (e.g., McLean, 1995; Reynolds,
1963; for potentially related findings see
Bloomfield, 1967; Harper & McLean, 1992,
Experiment 1; Nevin, 1974; Nevin, Mandell,
& Atak, 1983).

The Choice of Discriminative Stimuli
and Instrumental Response Plays
Little Role in Contrast

The present theory attributes contrast to
differential habituation to the reinforcer. The
choice of discriminative stimuli and instru-
mental response should not alter this habit-
uation. Therefore, these choices should not
alter contrast unless procedural problems
arise. For example, the observation of con-
trast requires discrimination between the
components of the multiple schedule (e.g.,
Rachlin, 1973). No contrast will occur if the
component stimuli are too similar to support
discrimination. Except in these problematic
cases, however, the choice of discriminative
stimuli and instrumental response should
have no influence on contrast.

Consistent with this idea, contrast has been
reported for instrumental responses (e.g.,
treadle pressing) and discriminative stimuli
(e.g., diffuse stimuli, stimuli located off the
response operandum) that were once
thought not to produce contrast (e.g., Wil-
liams, 1983; Williams & Heyneman, 1981).
Contrast is also observed when qualitatively
different responses produce reinforcers in
the two components (Beninger & Kendall,
1975, Experiment 4; Howard, 1979; King &
McSweeney, 1987; Manabe, 1992, when con-
trast is defined as we have defined it here;
Premack, 1969). For example, Beninger and
Kendall reported contrast for key pressing
when reinforcers for lever pressing were with-
drawn and contrast for lever pressing when
reinforcers for key pressing were withdrawn.

Scull and Westbrook (1973) failed to find
contrast for lever pressing when reinforcers
for key pecking were removed, and vice versa.
However, several problems make their results
difficult to interpret. For example, baseline
response rates were not recovered after the
contrast manipulation. Therefore, fluctua-
tions in response rates over time may have
interfered with the observation of contrast.
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Introducing a Timeout Produces
Positive Contrast

Positive contrast occurs when the second
component of a multiple schedule is replaced
by a timeout or blackout (e.g., Reynolds,
1961; Vieth & Rilling, 1972). No reinforcers
are delivered during timeouts. Therefore, no
habituation should occur, and the effective-
ness of reinforcers may spontaneously recov-
er (e.g., Thompson & Spencer, 1966). Both
factors should increase the effectiveness of
the reinforcers relative to baseline, yielding
positive contrast.

Longer timeouts should allow more spon-
taneous recovery of reinforcer effectiveness
than do shorter timeouts. Therefore, the re-
inforcers in the constant component should
support faster responding when longer time-
outs are introduced. This effect was con-
firmed by Mackintosh, Little, and Lord
(1972) and by Taus and Hearst (1970), but
not by Williams (1990, Experiment 1). Wil-
liams reported that introducing a 15-s time-
out between components reduced rather
than increased response rate during the com-
ponents. However, the schedule was not re-
peated without the timeout after sessions with
the timeout were conducted. Therefore,
changes in response rates cannot clearly be
attributed to the presence of the timeout
rather than to the passage of time and its cor-
related variables.

A VI Schedule May Be Used As
a Baseline for Assessing Contrast

As argued above, contrast is often mea-
sured by comparing responding during a
baseline multiple schedule that provides the
same conditions of reinforcement in both
components (e.g., a multiple VI x VI x sched-
ule) with responding during a contrast sched-
ule that provides different conditions (e.g., a
multiple VI x VI y schedule; McSweeney &
Norman, 1979). Because a simple VI x sched-
ule delivers the same rate of reinforcement
as a multiple VI x VI x schedule, the sched-
ules should produce equal habituation. Un-
less habituation also occurs to the component
stimuli that are present during multiple
schedules but not during simple schedules, a
simple VI x schedule could be used in place
of a multiple VI x VI x schedule as a baseline
for measuring contrast. Although it may seem

obvious that simple VI x and multiple VI x VI
x schedules should work equally well as base-
lines, some theories of behavioral contrast
predict that they should not (e.g., Herrn-
stein, 1970).

Several results are consistent with this pre-
diction. First, simple VI x and multiple VI x
VI x schedules support similar rates of re-
sponding (McSweeney, 1980; McSweeney &
Dericco, 1976; Spealman & Gollub, 1974).
Second, response rate is often higher during
the VI x component of a multiple VI x VI y
schedule than during a simple VI x schedule
when the VI x component is richer than the
VI y component (Halliday & Boakes, 1974;
Hearst, 1971; Hearst & Gormley, 1976; Mack-
intosh et al., 1972; McSweeney, 1980; Pear &
Wilkie, 1971). That is, positive contrast occurs
when contrast is measured using a simple VI
x schedule baseline. Third, response rate is
lower during a VI x component than during
a simple VI x schedule when the VI x com-
ponent is leaner than the VI y (Bloomfield,
1967; Freeman, 1971; McSweeney, 1982b).
That is, negative contrast occurs using a sim-
ple VI x schedule as baseline.

Differences in responding between VI x
components and simple VI x schedules also
appear under conditions that produce behav-
ioral contrast and not under conditions that
do not produce contrast (McSweeney, Dou-
gan, & Farmer, 1986a, 1986b). For example,
positive contrast is observed for pigeons
pressing treadles when high, but not low,
baseline rates of reinforcement are used.
Negative treadle-press contrast is observed
even when low baseline rates are used. Con-
sistent with the present argument, the rate of
treadle pressing during the richer VI x com-
ponent of a multiple schedule is faster than
the rate of pressing during a simple VI x
schedule when the VI x component or sched-
ule provides a high, but not a low, rate of
reinforcement. The rate of treadle pressing
during the leaner VI x component of a mul-
tiple schedule is slower than the rate of press-
ing during a simple VI x schedule, even when
the VI component or schedule provides a low
rate of reinforcement (McSweeney et al.,
1986a).

Contrast Occurs Regardless of Whether
Response-Dependent or Response-Independent
Reinforcers Are Altered

Habituation should occur whenever stim-
uli, such as food and water, are presented, not
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just when they act as reinforcers. Several find-
ings are consistent with this idea. First, chang-
ing a multiple VI x VI x schedule to a multiple
VI x variable-time (VT) x schedule does not
produce contrast (e.g., Marcucella, 1976;
Wilkie, 1972). The two schedules deliver
equal rates of reinforcement. Therefore, they
should produce equal habituation, and no
contrast is expected. Second, positive contrast
occurs when a multiple VI x VT x schedule is
changed to a multiple VI x extinction sched-
ule (Halliday & Boakes, 1974). Removing
noncontingent reinforcers should reduce ha-
bituation, making the remaining reinforcers
more valuable and producing positive con-
trast. Third, negative contrast occurs when a
VI x schedule is changed to a multiple VI x
VT y schedule in which the VT y component
is richer than the VI x component (Freeman,
1971). The VT y component provides more
reinforcers and therefore should produce
more habituation than a comparable amount
of time in the VI x schedule. Greater habit-
uation should reduce the effectiveness of the
reinforcers, yielding negative contrast. Final-
ly, negative contrast (a decrease in response
rate) occurs in both components of a multi-
ple schedule when response-independent re-
inforcers are added to a timeout between the
components (Harper & McLean, 1992; Nev-
in, 1974; Nevin et al., 1983). Again, adding
response-independent reinforcers should in-
crease habituation and produce negative
contrast.

Positive and Negative Contrast Are
Produced by Symmetrical Variables

To a large extent, the present theory pro-
vides symmetrical explanations for positive
and negative contrast (but see the later dis-
cussion of producing positive contrast by
dishabituation and violations of stimulus
specificity). That is, if manipulating an inde-
pendent variable in one direction (e.g., de-
creasing rate of reinforcement) decreases ha-
bituation and produces positive contrast,
then manipulating the variable in the oppo-
site direction (e.g., increasing rate of rein-
forcement) should increase habituation and
produce negative contrast.

A few experiments failed to demonstrate
the symmetry of contrast. That is, one type of
contrast failed to occur under conditions op-
posite to those that produced the other type

(e.g., Ettinger & McSweeney, 1981; King &
McSweeney, 1987; McSweeney, 1978;
Schwartz, 1975). However, failures to observe
an effect are always difficult to interpret. For
example, in the absence of a scale of rein-
forcer effectiveness, it cannot be argued that
the manipulations used to produce positive
and negative contrast were equally large.
Therefore, failures to observe one type of
contrast can always be attributed to the use
of a weaker manipulation for that type of con-
trast than for the other, rather than to fun-
damental differences in the variables that
produce the two types of contrast (Mc-
Sweeney, 1987; see also Williams, 1992).

A better way to assess the symmetry of con-
trast is to study changes in the sizes of both
positive and negative contrast as a function of
several independent variables (e.g., Mc-
Sweeney, 1982a). If symmetrical theories are
correct, then manipulating an independent
variable should produce similar changes in
both types of contrast unless technical prob-
lems arise (e.g., ceiling or floor effects).
When this has been done, striking symme-
tries have been observed. For example, the
absolute sizes of both positive and negative
contrast vary inversely with component du-
ration when pigeons peck keys (McSweeney,
1982a). The absolute sizes of both positive
and negative contrast increase and then de-
crease or remain relatively constant with in-
creases in component duration when pigeons
press treadles (McSweeney, Dougan, Higa, &
Farmer, 1986) or rats press levers (Mc-
Sweeney & Melville, 1991). The absolute sizes
of both positive and negative contrast also
vary directly with baseline rates of reinforce-
ment when pigeons peck keys (McSweeney et
al., 1986).

UNUSUAL PREDICTIONS OF
THE PRESENT THEORY

The present theory also makes predictions
that are unusual and that therefore provide
stronger support for the theory than the pre-
dictions discussed in the previous section.

Dishabituation May Produce
Positive Contrast

Some influential theories of contrast imply
that changes in the reinforcer produce con-
trast (e.g., Williams, 1983). The present the-
ory implies a similar conclusion, but adds
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that introducing any strong stimulus should
also produce positive contrast through dis-
habituation (the restoration of responding to
a habituated stimulus, e.g., Thompson &
Spencer, 1966). Consistent with this idea,
adding punishers (Brethower & Reynolds,
1962; Terrace, 1968) or signals for the avail-
ability of reinforcers (Brownstein & Hughes,
1970; Brownstein & Newsom, 1970; Hughes,
1971; Lander, 1971; Marcucella, 1976; Reyn-
olds & Limpo, 1968; Wilkie, 1973; 1977) to
one component of a multiple schedule may
produce positive contrast in the constant
component.

Some results reported in these studies are
particularly difficult to reconcile with tradi-
tional theories of contrast (e.g., Herrnstein,
1970). For example, Reynolds and Limpo
(1968) reported that signaling reinforcers in-
creased the rate of reinforcement obtained in
that component and decreased the rate of re-
inforcement obtained in the other compo-
nent. Some influential theories of contrast
imply that increases in the rate of reinforce-
ment in the component with signals should
decrease response rate in the other compo-
nent (negative contrast). The decrease in the
rate of reinforcement obtained in the other
component should further exaggerate this
decrease. As a result, those earlier theories
imply that response rate should decrease in
the component without signals, the opposite
of what Reynolds and Limpo observed.

Dishabituation can explain these results as
long as it is strong enough to overcome the
decrease in reinforcement in the component
without signals and any additional habitua-
tion produced by an increase in the total re-
inforcers obtained per session. This is plau-
sible because the decrease in nonsignaled
reinforcers was small and was offset by the
increase in reinforcement in the component
with signals, yielding little change in the total
rate of reinforcement obtained over the ses-
sion.

A few studies failed to find contrast when
punishers (Rachlin, 1966) or signals (Griffin
& Stewart, 1977; Gutman & Fenner, 1982;
Williams, 1980) were added, contradicting
the predictions of dishabituation. The expla-
nation for these failures is not known. One
possibility is that the punishers and signals
were too weak to produce dishabituation.
Rachlin used a shock intensity that was weak

enough to allow recovery of the suppression
of responding in the component to which
punishers were added. Manipulation of a line
on the response key served as the signal for
reinforcement in all of the signaled reinforce-
ment studies that failed to report contrast,
with the exception of 4 subjects in Experi-
ment 2 of Gutman and Fenner. The studies
that produced contrast used more substantial
signals (e.g., illuminating the houselight,
Wilkie, 1973, 1977; illuminating the response
key that was dark at other times, Brownstein
& Hughes, 1970; Hughes, 1971).

It might be objected that habituation
should occur to dishabituators when they are
repeatedly presented (e.g., Thompson &
Spencer, 1966). Therefore, contrast cannot
be attributed to dishabituation without ex-
plaining why the added punishers or signals
did not lose their effectiveness with repeated
presentation. Although contrast did become
somewhat smaller over successive sessions in
some studies (e.g., Brownstein & Newsom,
1970), as would be expected if subjects ha-
bituated to the dishabituating signals,
changes in the size of contrast with experi-
ence were not always observed.

Several factors may have reduced habitua-
tion to the dishabituators. First, habituation
occurs at different rates for different stimuli
(e.g., Hinde, 1970). Habituation is not always
found for strong stimuli, such as some of the
shocks used as punishers (e.g., Groves &
Thompson, 1970). Second, the use of a mul-
tiple schedule ensured that the presentation
of punishers or signals was interrupted peri-
odically when the unpunished or no-signals
component was presented. This would allow
some spontaneous recovery of the effective-
ness of the punishers and signals, reducing
habituation to them. Third, specific proce-
dural details used in some studies probably
reduced habituation. For example, Terrace
(1968) changed the intensity of the shock
from session to session. This should reduce
habituation, because habituation is relatively
specific to the stimulus that is delivered.

Some plausible alternative explanations for
the effects of signals and punishers should
also be considered before dishabituation is
accepted. Adding punishers is sometimes as-
sumed to be functionally equivalent to the re-
moval of food (de Villiers, 1980; Williams,
1983). Adding signals for reinforcement may
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convert the time when the signal is not pres-
ent to a signal for the absence of reinforce-
ment (an S2). By these arguments, adding
punishers and signals produce positive con-
trast because removing positive reinforcers
and introducing an S2 both produce positive
contrast.

The idea that punishers are functionally
equivalent to the removal of food remains a
viable alternative to dishabituation as an ex-
planation for the effect of introducing pun-
ishers. But several data question the idea that
adding signals for reinforcement produces
contrast by creating an S2. Hughes (1971)
conducted a baseline multiple VI x VI x
schedule. Then he added signals for rein-
forcement to one component. Finally, he add-
ed extra stimuli that did not signal the avail-
ability of reinforcement to the component
with signals. Hughes reported that adding sig-
nals for reinforcement produced positive
contrast in the constant component. Adding
extra, nonpredictive, stimuli further in-
creased this response rate. That is, adding ex-
tra stimuli produced positive contrast, even
when those stimuli did not signal reinforce-
ment and therefore did not create a timeout
from reinforcement during the rest of the
component. Hughes’ results are consistent
with dishabituation because the additional
stimuli should function as dishabituators re-
gardless of whether or not they signal rein-
forcement.

Brownstein and Newsom (1970) reported
that adding a signal to one component of a
multiple fixed-interval (FI) FI schedule pro-
duced large positive contrast in the other
component. An S2 might be thought to be
already present during FI schedules, because
the time that immediately follows the rein-
forcer cannot contain another reinforcer.
Adding another stimulus to signal the avail-
ability of reinforcement should not create a
new S2 or substantially alter the existing one.
Nevertheless, the addition of the signal pro-
duced substantial positive contrast. Brown-
stein and Newsom’s results are consistent
with dishabituation, because signals should
act as dishabituators regardless of whether
they are added to FI or VI schedules.

Lander (1971) conducted a baseline mul-
tiple VI 1-min VI 1-min schedule in which
one component was signaled by a red light
on the response key and the other was sig-

naled by adding three vertical lines to the red
key. In a second signaled reinforcement con-
dition, the second-component stimulus
changed from three vertical lines on red to
three vertical lines on black when reinforcers
were available. Then Lander measured the
generalization gradient for line orientation.
He found an excitatory gradient, with a peak
rate of responding at the actually presented
vertical line orientation. If the changes in key
color from red to black created an S2, then
the generalization gradient for line orienta-
tion should have been inhibitory, not excit-
atory (e.g., Hearst, Besley, & Farthing, 1970).
This study could be criticized, however. Line
orientation may have become excitatory be-
cause the lines were present just before food
was delivered as well as during the early part
of the interval. The experiment should be re-
peated using a stimulus as S2 that does not
appear at other times.

The idea that punishers and signals for re-
inforcement produce contrast through dis-
habituation requires further study. Several ar-
guments can be made in its favor.
Dishabituation is parsimonious because it ac-
counts for the effect of two manipulations,
adding signals and punishers, with a single
mechanism. It does so without requiring spe-
cial assumptions, such as that the addition of
punishment is functionally equivalent to the
removal of reinforcement. This assumption
may eventually prove to be correct, but it is
not required by the present theory. Dishabit-
uation is also more consistent with some re-
ported results than are alternative explana-
tions for the effects of signals and punishers.
Nevertheless, additional predictions of dis-
habituation should be tested in future stud-
ies. For example, the mere presentation of a
strong stimulus should produce dishabitua-
tion. Therefore, adding aversive stimuli and
signals should produce positive contrast when
those stimuli are delivered independently of,
not just contingent on, responding and when
they are presented randomly as well as when
they signal the availability of reinforcement.

Violating Stimulus Specificity Produces
Positive Contrast

Many authors argue that a decrease in re-
sponsiveness to a repeatedly presented stim-
ulus should not be called habituation until
sensory adaptation and effector fatigue are
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ruled out as explanations for that decrease
(e.g., Thorpe, 1966). Adaptation and fatigue
are often ruled out by changing the nature
of the presented stimulus (e.g., from a loud
to a softer tone). Adaptation and fatigue
should not be eliminated by slight changes in
the stimulus. Therefore, the decrease in re-
sponsiveness is habituation if responding re-
covers when the new stimulus is presented.
Recently, stimulus specificity has been elevated
to a fundamental property of habituated be-
havior (e.g., Swithers & Hall, 1994). It has
been argued that habituation is relatively spe-
cific to the stimulus that is presented and that
therefore changing the presented stimulus
should restore habituated responding.

If habituation contributes to contrast, then
changes in the reinforcer might disrupt ha-
bituation and produce positive contrast, even
if those changes do not obviously alter the
value or effectiveness of the reinforcer. For
example, the timing of a stimulus may be part
of the complex to which subjects habituate
(e.g., Broster & Rankin, 1994; Davis, 1970). If
so, then changing the timing of reinforcers
without changing their overall rate of delivery
might produce positive contrast. Consistent
with this idea, positive contrast occurs when
subjects move from a multiple VI x VI x
schedule to a multiple VI x FI x schedule
(Wilkie, 1977; Experiment 1; see also Wilkie,
1977, Experiment 3).

The present theory is only partially consis-
tent with results reported by Williams (1976).
He studied pigeons responding on a multiple
VI 90-s VI 90-s schedule with alternating 90-s
components. Then he changed one compo-
nent so that the reinforcer was available after
a fixed period of 5, 45, or 80 s in different
conditions. Positive contrast was observed
during the constant VI 90-s component when
the reinforcer in the second component was
available after 45 or 80 s but not after 5 s. If
the timing of the reinforcer is part of the
stimulus to which subjects habituate, then
contrast should have been observed for each
of these delays. However, several factors make
Williams’ results difficult to interpret. For ex-
ample, baseline response rates increased
across the experiment, making it difficult to
separate positive contrast from a general in-
crease in response rate.

Again, alternative explanations for the ef-
fect of introducing an FI schedule must be

considered. One possibility is that reinforcers
are less effective when they are presented on
an FI x schedule than when they are present-
ed on a VI x schedule. If changes in reinforc-
er value produce contrast, then substituting a
less valuable FI schedule for a more valuable
VI schedule should produce positive contrast.
Consistent with this argument, subjects usu-
ally prefer variable to fixed schedules that
provide the same rates of reinforcement
(e.g., Field, Tonneau, Ahearn, & Hineline,
1996).

Rather than providing a competing expla-
nation for the effect of introducing FI sched-
ules, the present theory may help to explain
why VI x schedules are preferred to FI x
schedules. If habituation is faster and more
pronounced when stimuli are presented at
fixed rather than variable intervals (Broster
& Rankin, 1994; Davis, 1970), then the same
reinforcers should be less valuable (more ha-
bituation) when presented on an FI schedule
than on a VI schedule. If this is true, then the
present theory may also have implications for
understanding the preference for variability
that is observed in many literatures.

Introducing an FI schedule might also pro-
duce contrast because it introduces an S2,
not because it violates stimulus specificity. As
argued above, the time that immediately fol-
lows the reinforcer on an FI schedule cannot
contain another reinforcer, and is therefore
an S2. Introducing an S2 is known to pro-
duce positive contrast.

The previously cited experiment by Brown-
stein and Newsom (1970) challenges this ex-
planation. Brownstein and Newsom found
that adding explicit external signals for rein-
forcement to one component of a multiple
FI FI schedule produces positive contrast. If
an S2 is present during an FI schedule, then
the contrast created by this S2 should also be
present during multiple FI FI schedules. Add-
ing an additional signal for nonreinforce-
ment should not substantially alter this S2,
and therefore should not create contrast.

The present theory should be tested fur-
ther under conditions that cannot be ex-
plained by the creation of an S2. For exam-
ple, many relatively neutral stimuli
accompany the delivery of reinforcers (e.g.,
the sound and illumination of the food hop-
per). Experiments could determine which of
these stimuli are part of the reinforcer com-
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plex to which habituation occurs by changing
one of them late in an experimental session.
If response rate increased after the stimulus
change, then it would be assumed that habit-
uation had occurred to that aspect of the
stimulus. If so, then introducing the same
stimulus change in one component of a mul-
tiple VI x VI x schedule should violate stim-
ulus specificity and produce positive contrast
in the other component, regardless of wheth-
er it created an S2 or not.

Contrast May Be Accompanied by
Changes in Reinforcer Value

The present theory attributes contrast to
differences in reinforcer effectiveness be-
tween the baseline and contrast phases. This
change in effectiveness should be measur-
able. Consistent with this idea, Bloomfield
(1969) used a choice test to measure prefer-
ence for components associated with multiple
VI VI or multiple VI extinction schedules.
The difference in preference for the VI com-
ponent between the baseline and contrast
schedules (i.e., the change in reinforcer ef-
fectiveness) was highly correlated (0.96) with
the difference in the absolute response rates
during the VI schedule in the baseline and
contrast schedules (i.e., the size of contrast;
see Following-Component Contrast below for a
discussion of some failures to find appropri-
ate changes in reinforcer effectiveness).

Contrast Is Not Transient but
It Changes over Time

Most theories of contrast apply to steady-
state behavior (e.g., Herrnstein, 1970).
Therefore, they predict that contrast will be
found even after repeated exposure to the sit-
uation, but they are silent about how contrast
changes with experience. The present theory
also predicts that contrast will occur after
many sessions as habituation continues to de-
velop within sessions and spontaneous recov-
ery continues to occur between sessions.
However, the present theory implies that con-
trast will change with experience as long-term
habituation develops and supplements short-
term habituation (e.g., Wagner, 1976). Short-
term habituation is present early in training
and is usually attributed to unlearned factors.
Long-term habituation develops with experi-
ence and is often attributed to learning (e.g.,
Wagner, 1976). Consistent with the present

theory, contrast is observed even after sub-
jects have responded on a schedule for many
sessions (e.g., Hearst, 1971; Selekman, 1973),
but its size may decrease over sessions
(Bloomfield, 1966; Pear & Wilkie, 1971; Sa-
dowsky, 1973; Selekman, 1973; Terrace,
1966).

The present theory can explain the de-
crease in the size of contrast with experience
in several ways, only one of which will be de-
scribed here. As discussed above, habituation
is relatively specific to the characteristics of
the presented stimulus (e.g., Swithers & Hall,
1994). When some aspect of reinforcement is
changed at the beginning of the contrast
phase, the stimulus change alone may restore
responding until habituation develops again
to the new conditions of reinforcement.
When rate of reinforcement is reduced to
produce positive contrast, the increase in re-
sponse rate due to the stimulus change will
add to the increase in responding that occurs
because fewer reinforcers produce less habit-
uation. Therefore, positive contrast should be
largest at the beginning of the contrast phase
and should decrease as habituation develops
to the new conditions of reinforcement.

This particular explanation predicts that
the absolute size of negative contrast should
increase with experience. When rate of rein-
forcement first increases to produce negative
contrast, the increase in response rate due to
the stimulus change should partially offset
the decrease in responding from greater ha-
bituation, thus reducing the size of negative
contrast. The size of negative contrast should
increase as habituation develops to the new
conditions of reinforcement. To the best of
our knowledge, this prediction has not been
tested.

Local Contrast

The present theory attributes behavioral
contrast to differences in habituation be-
tween the baseline and contrast phases. A dif-
ferent type of contrast, local contrast, may be
partially explained by dynamic changes in ha-
bituation within sessions. Rate of responding
often (e.g., Bernheim & Williams, 1967; Free-
man, 1971; Malone, 1976; Nevin & Shettle-
worth, 1966) but not always (e.g., Buck, Roth-
stein, & Williams, 1975; Freeman, 1971;
White, 1995) increases sharply with the tran-
sition from the leaner to the richer compo-
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nent and then decreases with time in the
richer component (positive local contrast).
Response rate also decreases sharply with the
transition from the richer to the leaner com-
ponent and then increases with time in the
leaner component (negative local contrast).2

With a few exceptions (e.g., Rachlin, 1973),
most theories of behavioral contrast offer no
explanation for local contrast. The present
theory does. Response rates should be higher
at the beginning of the richer component be-
cause that component follows a time during
which fewer reinforcers are delivered. There-
fore, the effectiveness of the habituated re-
inforcer should spontaneously recover to
some extent. Response rates should be lower
at the beginning of the leaner component be-
cause this component follows a time of dens-
er reinforcer presentation that produces
greater than average habituation.3

2 The term local contrast also refers to the aftereffects
of stimulus presentation (e.g., Hinson & Malone, 1980).
That is, responding may be faster when a component
follows a leaner component than when it follows itself
(positive local contrast). Responding may be slower when
a component follows a richer component than when it
follows itself (negative local contrast). This type of local
contrast is also consistent with the present theory. Rein-
forcers should be more valuable and support more re-
sponding after a leaner component because the leaner
component produces less than average habituation. Re-
inforcers should be less valuable and support less re-
sponding after a richer component because richer com-
ponents produce greater than average habituation.

The sensitivity parameter of the generalized matching
law (e.g., Baum, 1974) is often largest immediately after
a component transition (e.g., White, Pipe, & McLean,
1984). This finding will not be discussed because changes
in the sensitivity parameter can be produced by changes
in responding during either or both components. There-
fore, these changes are not related in a simple way to
local contrast as we have defined it.

3 The changes in response rates that constitute local
contrast appear to occur as soon as the component
changes, not after the delivery of the first reinforcer. One
potential explanation for this finding is that habituation
to the reinforcer, as other aspects of reinforcement, may
come under stimulus control. That is, it is often assumed
that response rate changes abruptly at the transitions be-
tween the components of a multiple schedule because
the stimulus that signals each component comes to con-
trol a rate of responding that is appropriate for the con-
ditions of reinforcement that are presented in that com-
ponent. It seems reasonable to assume that the amount
of habituation that has occurred to the reinforcer up to
that point in the session is one of the conditions of re-
inforcement that could be signaled by the component
stimulus.

However, an alternative should be considered before
this is accepted. The changes in response rates that rep-

Some characteristics of local contrast are
consistent with the present theory. For ex-
ample, local contrast is more evident in lon-
ger components than in shorter components
(e.g., Hinson & Staddon, 1981; White, Pipe,
McLean & Redman, 1985). Longer compo-
nents provide more time for either the spon-
taneous recovery of reinforcer effectiveness
or further habituation to the reinforcer. Oth-
er findings on local contrast are less consis-
tent with the present theory. These findings
will be discussed below in Following-Component
Contrast.

Component Duration

The size of contrast changes with changes
in component duration, although there is
some question about whether absolute or rel-
ative component duration is the critical vari-
able (Aronson, Balsam, & Gibbon, 1993).
When pigeons peck keys and the components
are of equal duration, contrast is usually larg-
er for shorter components than for longer
components (e.g., McLean, 1995; Mc-
Sweeney, 1982a; McSweeney & Melville, 1988;
Spealman, 1976; Williams, 1979; 1980). When
pigeons press treadles (McSweeney et al.,

resent local contrast are averages. Response rates are of-
ten averaged across several components and sessions if
results are presented for individual subjects. Rates are
often averaged across components, sessions, and subjects
if results are presented for the mean of all subjects. Av-
eraging can convert abrupt transitions in responding to
smooth functions. Therefore, it is possible that the
changes in response rates that represent local contrast
actually occur only after the delivery of a reinforcer, not
when the component changes.

Two procedural details strengthen the plausibility of
this argument. First, the frequent use of VI schedules en-
sures that reinforcers are delivered at different times dur-
ing different components. Therefore, averaging across
abrupt transitions in response rates that occurred at
these different times would result in a smooth change in
response rate. Second, in many cases, reinforcers that are
not delivered during one component of a multiple sched-
ule are not canceled but are held over for delivery during
the next appearance of that schedule. Such a procedure
increases the probability that a reinforcer will be deliv-
ered quickly after a component transition, making it dif-
ficult to tell whether the delivery of a reinforcer or the
component transition controlled the change in response
rate.

The possibility that response rates change only after
the delivery of a reinforcer, not with the change in com-
ponent stimulus, deserves investigation. Although some
data bear on this issue (e.g., Bernheim & Williams, 1967,
presented some cumulative records), the data are few
and hard to interpret.



210 FRANCES K. MCSWEENEY and JEFFREY N. WEATHERLY

1986) or rats press levers (McSweeney & Mel-
ville, 1991) and the components are of equal
duration, contrast is also larger or similar in
size for components of intermediate duration
(e.g., 1 min) than for long (e.g., 16 min)
components, but induction (the opposite of
contrast) may be found when components
are very short (e.g., 5 s).

The effect of component duration might
be produced by the same factors that pro-
duce local contrast. According to this argu-
ment, short components sample only the
time immediately after a component transi-
tion when response rate is highest (positive
local contrast) or lowest (negative local con-
trast). Longer components sample more of
the time during which subjects respond at in-
termediate rates.

In support of this idea, Williams (1983) ar-
gued that varying component duration has
two different effects. First, contrast is larger
for longer durations than for shorter dura-
tions of the component that is varied to pro-
duce contrast (e.g., the extinction compo-
nent; de Rose, 1986; Ettinger & Staddon,
1982; Hinson & Staddon, 1981; Williams,
1989; Wilton & Clements, 1971; see also
Aronson et al., 1993). According to the pres-
ent theory, longer extinction components
should allow longer time for reinforcer effec-
tiveness to recover, yielding larger differences
in the effectiveness of the reinforcers in the
baseline and contrast phases and therefore
more contrast. Second, contrast is smaller the
longer the duration of the component in
which contrast is measured (Ettinger & Stad-
don, 1982; Hinson, Malone, McNally, &
Rowe, 1978; Williams, 1989; see also Aronson
et al., 1993). Shorter components should
sample only the time at the beginning of the
component when response rate is highest
(positive local contrast) or lowest (negative
local contrast). Longer components should
predominantly sample times of intermediate
response rates.

Habituation does not easily explain why in-
duction, the opposite of contrast, is observed
for short components (i.e., 5 s) when pigeons
press treadles or rats press levers. However,
this may be an experimental artifact. The ex-
periments that examined key-peck contrast
usually presented both components on a sin-
gle operandum. The experiments that ex-
amined treadle- and lever-press contrast pre-

sented the components on different
operanda. Two operanda were used because
contrast may be difficult to produce for tread-
le and lever pressing, and the use of two op-
eranda usually facilitates contrast. As a result,
however, subjects may have had difficulty
changing components quickly for treadle and
lever pressing but not for key pecking. This
difficulty may have physically interfered with
the observation of contrast when components
were as short as 5 s. Although McSweeney
and Melville (1988, Experiment 3) found
large key-peck contrast for short components
even when they used a two-key procedure, the
size of contrast has not been examined as a
function of component duration when the
components are presented on a single lever
or on a single treadle.

Contrast Is Observed Across Qualitatively
Different Reinforcers

Contrast occurs when qualitatively different
reinforcers appear in the components of the
multiple schedule. Changing the rate at
which one type of reinforcer is delivered pro-
duces contrast for a different reinforcer (Ben-
inger, 1972; Beninger & Kendall, 1975; Mc-
Sweeney et al., 1988; Premack, 1969). For
example, Beninger and Kendall reported that
the rate of lever pressing for pellets increased
when milk was withdrawn, and lever pressing
for milk increased when pellets were with-
drawn. Changing the nature but not the rate
of a different reinforcer also produces con-
trast (Ettinger & McSweeney, 1981; Ettinger,
McSweeney, & Norman, 1981; Higa & Mc-
Sweeney, 1987). For example, Ettinger et al.
observed contrast when a schedule that pro-
vided a moderately preferred grain in both
components was changed to a schedule that
provided a moderately preferred grain in one
component and a highly preferred (negative
contrast) or a less preferred (positive con-
trast) grain in the other component.

Contrast across different reinforcers is
sometimes asymmetrical. For example, Ettin-
ger and McSweeney (1981) and Higa and
McSweeney (1987) both found contrast for
water when the other component changed to
food, but they did not find contrast for food
when the other component changed to water
(see also Beninger & Kendall, 1975; Mc-
Sweeney et al., 1988). However, failures to
find contrast are difficult to interpret. For ex-
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ample, larger changes in reinforcer effective-
ness might be required to produce contrast
for food than for water. The failure to find
contrast could then be attributed to the use
of an ineffective procedure rather than to
fundamental differences in contrast for qual-
itatively different reinforcers.

Contrast across qualitatively different rein-
forcers is often explained by assuming that
different reinforcers occupy points along a
common scale of reinforcer value (e.g., Mil-
ler, 1976). If a common scale is assumed, and
if changes in reinforcer value produce con-
trast, then contrast should be produced by
changing the nature of the reinforcer in the
variable component to one that is of higher
or lower value than the one presented in the
constant component. Contrast should also be
produced by removing qualitatively different
reinforcers.

The present theory offers a different ex-
planation for contrast across different rein-
forcers. Habituation may generalize from one
stimulus to other similar stimuli (e.g.,
Thompson & Spencer, 1966). Therefore,
changing the rate of delivery or the nature of
one reinforcer (e.g., milk) may alter the
amount of habituation to a second similar re-
inforcer (pellets) that is held constant. Alter-
ing habituation should produce contrast.

Eventually, the present theory may also
have to assume a common scale of reinforcer
value to explain all contrast across qualitative-
ly different reinforcers. Although this re-
mains to be established, it is not obvious that
enough generalization would occur between
stimuli as different as food and water to pro-
duce contrast. However, before a common
scale of value is assumed, some predictions of
the present theory can be pitted against pre-
dictions of a common scale.

An experiment might empirically establish
that two qualitatively different reinforcers are
equally valuable by showing that subjects re-
spond at equal rates during the components
of a concurrent schedule that provides one
reinforcer in one component and the other
in the other component. Then a multiple-
schedule baseline could be established that
provided one of those reinforcers in both
components. A contrast manipulation could
be performed in which the reinforcer in one
component was changed to the other equally
valuable reinforcer. Then baseline should be

recovered. Postulating a common scale of re-
inforcer value predicts that no contrast
should occur when an equally valuable but
different reinforcer is substituted for the re-
inforcers in one component of a multiple
schedule. The present theory predicts that
positive contrast should occur. Because of a
generalization decrement, the qualitatively
different reinforcers in the changed compo-
nent should produce less habituation to the
first-component reinforcers than actual pre-
sentation of those first-component reinforc-
ers (baseline). Reduced habituation should
produce positive contrast.

Successive Independence

Most theories of contrast imply that inter-
actions occur over a temporal distance. That
is, they attribute contrast to changes in the
conditions of reinforcement in the variable
component even though the variable com-
ponent is not present at the time that con-
trast is measured in the constant component.
McLean and White questioned this idea when
they showed that the distribution of respond-
ing in one component of a multiple concur-
rent schedule is independent of the distri-
bution of reinforcers in the other component
(successive independence; e.g., McLean,
1988; McLean & White, 1983; see also Char-
man & Davison, 1983).

The designs of these experiments are com-
plex. Nevertheless, the present theory, unlike
many theories of contrast, is consistent with
McLean and White’s (1983) conclusion. We
attribute contrast to a change in the effective-
ness of the reinforcers that are presented dur-
ing the constant component. Changes in the
reinforcers that are delivered in the variable
component produce this change in the effec-
tiveness of constant-component reinforcers.
Nevertheless, the altered effectiveness of the
constant-component reinforcers, not the con-
ditions of reinforcement in the other com-
ponent, is directly responsible for contrast.

FINDINGS THAT ARE NOT PREDICTED
BY THE PRESENT THEORY

Three sets of findings are not obviously
predicted by the present theory. We find that
two of these sets do not provide strong evi-
dence against the theory because the data are
difficult to interpret. However, stronger evi-
dence shows that habituation to the reinforc-
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er is an incomplete explanation for multiple-
schedule behavioral contrast.

Contrast May Be Larger in the
Presence of a Competing Response

Hinson and Staddon (1978) reported that
positive contrast was larger when a running
wheel was present in both components of a
multiple schedule than when the wheel was
absent. There is no obvious reason why the
presence of a wheel should alter habituation
to the reinforcer, and therefore it should not
alter contrast produced by this habituation
(see also McSweeney, Swindell, & Weatherly,
1996a). Hinson and Staddon’s results are dif-
ficult to interpret, however. First, Williams
(1983) concluded that discrimination was
better when the running wheel was present
than when it was not. Therefore, differences
in discrimination, rather than the presence of
the wheel, might have produced the differ-
ences in contrast. Second, the direction of
causality is unclear. The reallocation of wheel
running may have resulted from rather than
have caused contrast (McLean, 1992). Finally,
although changes in response competition
may change the size of contrast, changes in
competition are not necessary to produce
contrast. Contrast occurs even when the
amount of competition does not appear to
change (Dougan, McSweeney, & Farmer,
1985; Dougan, McSweeney, & Farmer-Dou-
gan, 1986; see also Williams & Wixted, 1994).

Reallocation of Extraneous Reinforcers

McLean and colleagues (e.g., McLean,
1992, 1995; McLean & White, 1983) distin-
guished between reinforcers that are pro-
grammed by the experimenter and those that
the subject obtains independent of the sched-
ule arranged by the experimenter (extrane-
ous reinforcers). They argued that the real-
location of extraneous reinforcers produces
contrast. According to this theory, positive
contrast occurs when a reduction in the pro-
grammed reinforcers in one component
leads to the reallocation of extraneous rein-
forcers from the constant contrast compo-
nent to the reduced reinforcement compo-
nent. In accordance with the matching law
(e.g., Herrnstein, 1970), the reduction in ex-
traneous reinforcers in the constant contrast
component increases responding for the pro-
grammed reinforcers, producing positive

contrast. Likewise, an improvement in rein-
forcement in one component reallocates ex-
traneous reinforcers away from that compo-
nent to the constant contrast component.
The increase in extraneous reinforcers in the
constant component reduces behavior for the
programmed reinforcers, producing negative
contrast. McLean reported the predicted
reallocation of extraneous reinforcers when a
multiple schedule was provided on one op-
erandum and extraneous reinforcers were
available on a second operandum (e.g., Mc-
Lean, 1992, 1995).

The present theory does not predict the
reallocation of extraneous reinforcers. Mc-
Lean’s results, however, are open to various
interpretations. Although McLean (1995) has
questioned their conclusions, Williams and
Wixted (1994) argued that contrast is too
large to be produced solely by reinforcer real-
location. Williams and Wixted also demon-
strated a direct effect of manipulating rate of
reinforcement in McLean’s data. More im-
portant, McLean’s results are correlational.
That is, the size of contrast was correlated
with the reallocation of extraneous reinforc-
ers. Although McLean argued that contrast
did not produce the reallocation of reinforc-
ers, he did not rule out that both contrast
and reallocation could be produced by more
fundamental variables.

Following-Component Contrast

Habituation may contribute to behavioral
contrast, but it cannot provide a complete ex-
planation for all contrast. Contrast occurs
during procedures that should not produce
differential habituation. For example, Wil-
liams (1991) presented a VI 2-min schedule
during Stimulus A and Stimulus C. Stimulus
A preceded Stimulus B, which signaled a VI
30-s schedule. Stimulus C preceded Stimulus
D, which signaled extinction. The A-B and C-
D pairs of stimuli were presented randomly
throughout the session. Subjects responded
faster during Stimulus C than during Stimu-
lus A (contrast), even though differential ha-
bituation should not have occurred in the
presence of the two stimuli. Because the stim-
ulus pairs were presented randomly, the ha-
bituation to the reinforcer that occurred up
to the time of presentation of a pair of stimuli
did not differ for Stimulus A and Stimulus C.
Habituation should not be altered by the con-
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ditions of reinforcement in the following
component because habituation is controlled
by events in the past, not by events in the
future. Therefore, no differential habituation
should occur, and the present theory predicts
no contrast.

However, just as habituation provides an in-
adequate account for all contrast, changes in
the following conditions of reinforcement
also fail to explain all contrast. They do not
account for all of the contrast reported in
some studies (e.g., Farley, 1980; Williams,
1989, 1992; Williams & Wixted, 1986), and a
habituation-like effect supplements the effect
of following reinforcers in some studies. For
example, Williams (1990, Experiment 1)
found no evidence of following-component
contrast. That is, responding during a VI 1-
min component was slower, not faster, when
that component was followed by extinction
than when it was followed by a VT 30-s sched-
ule. But Williams’ results were consistent with
habituation to the reinforcer when respond-
ing was compared across phases of the ex-
periment. As predicted by the present theory,
response rates were higher when a VI 1-min
component was always followed by extinction
(less habituation) than when it was some-
times followed by extinction and sometimes
by a VT 30-s schedule (more habituation).4

The distinction between contrast that is
produced by habituation and contrast that is
produced by the following conditions of re-
inforcement can help to explain some con-
flicting results in the contrast literature. As
argued earlier, Bloomfield (1969; see Contrast
May Be Accompanied by Changes in Reinforcer
Value above) reported that changes in rein-
forcer value were highly correlated with the
size of contrast under conditions that pro-
duced differential habituation. Postulating a
second mechanism that produces contrast
helps to explain why other studies failed to
find appropriate changes in reinforcer value
when contrast was observed (Williams, 1991,

4 By identifying two mechanisms that contribute to con-
trast, we do not wish to argue that only two mechanisms
contribute. The situation may be more complex. For ex-
ample, a Pavlovian variable similar to that identified by
the additive theories (e.g., Rachlin, 1973) may contribute
when the operant response interacts with the Pavlovian
response supported by the discriminative stimulus and
reinforcer. However, consideration of other contributing
variables is beyond the scope of this paper.

1992; see also Farley, 1980). For example, in
the experiment by Williams (1991) described
earlier, subjects responded faster during Stim-
ulus C than during Stimulus A (contrast), but
Stimulus A was preferred to Stimulus C dur-
ing probe preference trials, not vice versa. As
just argued, however, differential habituation
to the reinforcer could not occur in this ex-
periment. Instead, the reported contrast must
have been produced by differences in the
conditions of reinforcement in the following
component. Therefore, the data are consis-
tent with the idea that contrast produced by
differential habituation is accompanied by
appropriate changes in reinforcer value. Con-
trast produced by manipulating the following
reinforcers might be accompanied by no
change, or by the opposite change, in rein-
forcer value.

Postulating two different types of behavior-
al contrast might also explain why two differ-
ent patterns of local contrast are sometimes
found. As argued above (see Local Contrast),
habituation to the reinforcer is consistent
with finding that rate of responding often de-
creases during the richer component and in-
creases during the leaner component of a
multiple schedule. Habituation to the rein-
forcer is not easily compatible with the op-
posite pattern of results that has also been
reported (e.g., Buck et al., 1975).

The factors that produce different patterns
of local contrast have not been identified.
Therefore, there are many possible explana-
tions for these patterns. One potential expla-
nation is that the first pattern of local con-
trast occurs when contrast is produced by
differential habituation. The second pattern
occurs when contrast is produced by the fol-
lowing conditions of reinforcement. Such an
idea is highly speculative, but the present the-
ory makes it testable. As will be argued below,
the present theory specifies procedures that
may be used to provide independent mea-
sures of the contrast produced by each of
these mechanisms.

UNTESTED PREDICTIONS

Several untested implications of the pres-
ent theory have been mentioned in preced-
ing sections. We will close by describing only
three (of many) additional predictions. To
the best of our knowledge, the first two pre-
dictions are unique to the present theory.
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Experiments should employ appropriate
procedures to test these predictions. Param-
eters should be selected to produce differ-
ential habituation during the baseline and
contrast phases (e.g., intermediate to high
rates of reinforcement, intermediate to long
sessions). A procedure that produces only ha-
bituation contrast should also be used. For
example, many studies compare responding
during baseline sessions to responding dur-
ing other contrast sessions (e.g., across-ses-
sions procedures; Reynolds, 1961). If the
components of the multiple schedule alter-
nate, as they do in most but not all (e.g., Mc-
Lean & Morritt, 1994) studies, this procedure
may produce both types of contrast. Contrast
produced by differential habituation will be
present because different rates of reinforce-
ment are presented during baseline and con-
trast sessions. Contrast produced by differ-
ences in the following conditions of
reinforcement will be present because the
components alternate. Therefore, the
changed component follows the unchanged
one.

The appropriate method for testing the
present theory is an across-sessions procedure
with random presentation of the compo-
nents. Random presentation makes the next
component unpredictable and eliminates
contrast produced by following reinforcers.
The procedure used by Williams (1991) pro-
vides a relatively pure measure of contrast
produced by the following reinforcers. The
baseline and contrast conditions are present-
ed within a single session (a within-session
procedure). The baseline and contrast con-
ditions are presented randomly so that no
more habituation accumulates to the rein-
forcers up to the time that either one is pre-
sented. Finally, a three-component (or more)
multiple schedule is used so that conditions
of reinforcement can be manipulated in the
component that follows the contrast compo-
nent without altering conditions in the com-
ponent that precedes it. The following pre-
dictions should be tested using this
random-component across-sessions proce-
dure.

Contrast Should Be Insensitive to
Deprivation for the Reinforcer

Changes in deprivation do not alter habit-
uation to food when rats are at least 18 days

old (Swithers-Mulvey, Miller, & Hall, 1991). If
this finding turns out to hold generally, and
if contrast is produced by habituation, then
manipulating deprivation for the reinforcer
should have little effect on the size of con-
trast, at least when adult rats respond for
food.

Induction May Occur at the Beginning of
the Session and in Short Sessions

So far, we have related contrast to the de-
crease in response rate that may occur during
sessions of operant conditioning (habituation
to the reinforcer). We have ignored the in-
crease in responding that sometimes occurs
early in the session (e.g., McSweeney, 1992).
McSweeney et al. (1996) interpreted this in-
crease as an instance of sensitization, defined
as an increase in responsiveness to a stimulus
with its repeated presentation (e.g., Groves &
Thompson, 1970). Sensitization is often ob-
served during the first few presentations of a
stimulus (Groves & Thompson, 1970).

The observation of sensitization allows the
present theory to make a unique prediction.
If sensitization occurs early in a session, then
induction (the opposite of contrast) might be
observed early in the session as well as in
short sessions. Short sessions should sample
only the time of early-session responding
when induction is observed.

Figure 1 illustrates this prediction. It pre-
sents hypothetical changes in the effective-
ness (value) of a reinforcer over the course
of a 60-min session. Because a relatively low
rate of reinforcement is delivered during the
contrast schedule in the positive contrast
graph, the effectiveness of the reinforcer
changes little across the session (e.g., Mc-
Sweeney, 1992). That is, little sensitization or
habituation occurs. An intermediate rate of
reinforcement is delivered during the base-
line schedule in both graphs. Therefore re-
sponding increases somewhat early in the ses-
sion (sensitization) and then decreases
(habituation). A high rate of reinforcement
is delivered by the contrast schedule in the
negative contrast graph. The peak rate of re-
sponding is reached earlier and the within-
session changes in responding are larger
when reinforcers are delivered at higher rates
(e.g., McSweeney, 1992).

Assuming that rate of responding changes
with changes in reinforcer effectiveness, Fig-
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Fig. 1. Hypothetical changes in the value of a reinforcer delivered over the course of a 60-min session. Results
are presented for responding during baseline (diamonds) and contrast (squares) schedules for both positive (top
graph) and negative (bottom graph) contrast. In both graphs, the value of the reinforcer is arbitrarily assumed to
be 20 units before any reinforcers are delivered (time 0).

ure 1 shows that induction occurs early in the
session. That is, early in the session, respond-
ing should be faster during baseline than dur-
ing the contrast condition in the positive con-
trast condition, and responding should be
faster during the contrast condition than dur-
ing the baseline condition in the negative
contrast condition.

Contrast Should be Larger Later in
the Session and in Longer Sessions

Figure 1 shows that both positive (contrast
responding faster than baseline) and negative
(baseline responding faster than contrast)
contrast are observed later in the session. It

also shows that the size of contrast increases
as the session progresses. Because longer ses-
sions sample the time of larger contrast for a
longer period than do shorter sessions, con-
trast should also be larger in longer than in
shorter sessions. By longer and shorter ses-
sions, we mean sessions that fall within the
range commonly found in the literature (i.e.,
20 to 80 min). The predictions of the present
theory become more complicated for longer
sessions. For example, in some cases, habitu-
ation might become complete in both the
baseline and contrast phases, negating the
present prediction. In extremely long ses-
sions (e.g., 24 hr), subjects might also show
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repeated habituation and spontaneous recov-
ery to the reinforcer, yielding cycles of oper-
ant responding and pausing.

CONCLUSIONS

The present paper has examined the mas-
sive and often contradictory literature on
multiple-schedule behavioral contrast. The
review is not complete. We have not discussed
the effect of varying reinforcer size, baseline
rate of reinforcement, or the length of a time-
out that separates the components during
both the baseline and contrast sessions. The
data on these topics appear to be too conflict-
ing to support strong conclusions. However,
we did review much of the literature.

We have argued that habituation to the re-
inforcer contributes to contrast. Positive con-
trast (an increase in responding) is observed
when reducing the reinforcers in one com-
ponent results in less overall habituation to
the reinforcer. As a result, reinforcers deliv-
ered during the constant component are
more valuable and support a higher rate of
responding (positive contrast). Negative con-
trast (a decrease in responding) is observed
when improving the reinforcers in one com-
ponent results in more habituation. This
makes the reinforcers delivered during the
constant component less effective, and they
support a lower rate of responding (negative
contrast).

Two objections may be raised to this theo-
ry. First, it is incomplete because it cannot
account for all observations of contrast. How-
ever, there is broad agreement that contrast
is multiply determined (e.g., de Rose, 1986;
Dougan, Farmer-Dougan, & McSweeney,
1989; Dougan et al., 1985, 1986; Hassin-Her-
man, Hemmes, & Brown, 1992; Williams,
1983), a view that is supported by explicit ev-
idence. As we have argued, some evidence
shows that contrast occurs in the absence of
differential habituation when the conditions
of reinforcement in the following component
are changed. Other evidence indicates that
contrast produced by differences in the fol-
lowing reinforcers must be supplemented by
an additional process (or processes) to ac-
count for all contrast (see also Williams,
1997). A habituation-like effect is one possi-
ble candidate.

Second, the present theory may seem over-
ly inclusive because it has mechanisms that

both decrease (habituation) and increase
(sensitization, dishabituation, violations of
stimulus specificity, spontaneous recovery) re-
sponse rate. Such a two-factor theory would
necessarily be consistent with a large number
of data. However, findings in the literature on
habituation constrain the conditions under
which response rates may increase. Increases
may occur when only a few stimuli have been
presented (sensitization); they may occur af-
ter the presentation of a strong, different, or
extra stimulus (dishabituation), after a
change in the nature of the stimulus (viola-
tions of stimulus specificity), or when the
stimulus has not been presented for a time
(spontaneous recovery). These constraints
limit the use of response-increasing mecha-
nisms as explanations for failures of the the-
ory. As we have argued, the contrast literature
also provides independent evidence for in-
creases in response rates produced by spon-
taneous recovery, dishabituation, and viola-
tion of stimulus specificity.

Several arguments may be made in favor of
the present theory. Habituation to the rein-
forcer is parsimonious because it accounts for
contrast with only two simple assumptions.
First, it assumes that habituation may occur
with the repeated presentation of the rein-
forcer, as it does with the presentation of oth-
er stimuli. Second, it assumes that the effec-
tiveness of a reinforcer decreases as
habituation to it develops. These assumptions
do not postulate any process beyond those
that are compelled by other data. As we ar-
gued earlier, within-session decreases in op-
erant responding suggest that habituation oc-
curs to reinforcers (McSweeney et al., 1996).
If habituation does not contribute to con-
trast, then we would have to explain why it
does not when other evidence indicates that
habituation is often present during the mul-
tiple schedules used to study contrast.

Habituation sometimes provides a more
parsimonious explanation for reported re-
sults than do alternative theories of contrast.
For example, habituation can explain why
adding punishers produces contrast without
postulating that reinforcers and punishers oc-
cupy opposite ends of a single continuum. Al-
though this assumption may eventually prove
to be correct, the present theory does not
rely on its confirmation.

In spite of its simplicity, the present theory
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makes many predictions, several of which dif-
fer from those of other theories. The theory
gains its empirical richness by implying that
the extensive empirical findings on habitua-
tion should also be confirmed in the litera-
ture on behavioral contrast. The present re-
view supported this idea by showing that
many of the empirical characteristics of con-
trast are consistent with the idea that habit-
uation contributes to contrast. Some of these
characteristics only weakly support the pres-
ent theory because they are also consistent
with other theories of contrast. Such charac-
teristics include the findings that changes in
reinforcement produce contrast; larger
changes in reinforcement produce larger
contrast; the choices of instrumental re-
sponse and discriminative stimuli have little
effect on contrast; introducing a timeout pro-
duces contrast; contrast is observed when sim-
ple VI schedules serve as baselines; contrast
occurs regardless of whether response-depen-
dent or response-independent reinforcers are
altered; and positive and negative contrast
are symmetrical.

Other characteristics of contrast provide
stronger support for the present theory be-
cause earlier theories of contrast (e.g., Herrn-
stein, 1970) either fail to predict them or pre-
dict them only with special assumptions.
These predictions are that positive contrast is
produced by the addition of punishers or sig-
nals for reinforcement; positive contrast is
produced by changing the timing of delivery
of reinforcers; contrast may be accompanied
by changes in reinforcer value; contrast is not
transient but does change over time; local
contrast occurs; the size of contrast varies
with component duration; contrast is pro-
duced by changes in qualitatively different re-
inforcers; and contrast is produced by a factor
that is present when it is measured.

The present theory makes several unusual
predictions that have yet to be tested, includ-
ing predictions that changing deprivation for
the reinforcer should not change the size of
contrast (assuming that deprivation turns out
generally to not affect habituation); induc-
tion may occur at the beginning of the ses-
sion and in very short sessions; and contrast
should be larger later in the session and in
longer sessions of conventional length.

A few findings in the contrast literature are
less consistent with the present theory. Two

of these findings, that contrast may be larger
in the presence of a competing response and
that contrast may be accompanied by the
reallocation of extraneous reinforcers, are
difficult to interpret. However, more serious
problems come from finding that contrast
can occur under conditions that do not pro-
duce differential habituation. This implies
that habituation to the reinforcer cannot ac-
count for all behavioral contrast.

Finally, the present paper has implications
for within-session changes in responding. Al-
though within-session changes have been re-
ported in hundreds of past studies from many
different laboratories (McSweeney & Roll,
1993), the changes have been treated as
problems to control by procedures such as
giving warm-up trials (e.g., Hodos & Bon-
bright, 1972) or time to adapt to the appa-
ratus (e.g., Papini & Overmier, 1985) rather
than as phenomena to study. We have argued
that within-session changes deserve study in
their own right. The present paper provides
further justification for studying these
changes. It shows that within-session changes
may have theoretical implications for other
behavioral phenomena (see also McSweeney,
Swindell, & Weatherly, 1996b). In particular,
studying within-session changes in respond-
ing may contribute to an explanation for mul-
tiple-schedule behavioral contrast.
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