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This is a multinanosecond molecular dynamics study of a bio–nano
complex formed by a carbon nanoparticle, a buckyball C60, and a
biological molecule, an antibody, with high binding affinity and
specificity. In the simulation, the ball is completely desolvated by
the binding site of the antibody by means of a nearly perfect shape
complementarity and extensive side-chain interactions, with the
exception that about 17% of the surface is persistently exposed to
solvent and could be used for functional derivatization. The inter-
actions are predominantly hydrophobic, but significant polar in-
teractions occur as well. There exists a rich body of various
�-stacking interactions. Aromatic side chains are involved in both
double and triple stackings with the ball. Some ionic side chains,
such as the guanidinium group of arginine, also form �-stackings
with the ball. The results suggest that �-stackings are very efficient
and common modes of biological recognition of �-electron-rich
carbon nanoparticles. Most importantly, the results demonstrate
that, in general, an ordinary protein binding site, such as that of an
antibody, can readily bind to a carbon nanoparticle with high
affinity and specificity through recognition modes that are com-
mon in protein–ligand recognition.

molecular dynamics simulation � molecular recognition � bio–nano
conjugate � �-stackings

In 1985, a third allotropic form of carbon was discovered (1).
The molecule was named Buckministerfullerene, commonly

known as the buckyball, because of its geodesic structure (2). Six
years later, the fullerene family was expanded with the discovery
of nanotubes (3). Because of the unique structural properties
associated with these molecules (4), there is great interest in
using them in real-world applications (5–9), including integrating
nanoparticles into biological systems, a fast-emerging field
known as bio–nanotechnology. Examples of potential applica-
tions in bio–nanotechnology are transporting devices for drug
delivery (10, 11), carriers of radioactive agents for biomedical
imaging (12, 13), and templates for designing pharmaceutical
agents, such as HIV type 1 protease inhibitors (8, 9), antioxidant
(14–16), chemotactic agents (17), and neuroprotectants (18).

However, to introduce artificial nanomaterials into living cells,
one must deal with issues such as water solubility, biocompat-
ibility, and biodegradability. This requires a comprehensive
understanding of the interactions of nanomaterials with biolog-
ical molecules such as proteins, nucleic acids, membrane lipids,
and even water molecules. As in the studies of protein interac-
tions (19, 20), computer simulation techniques are very useful to
investigate the interfacial properties of bio–nano systems, espe-
cially the dynamic, thermodynamic, and mechanical properties,
at different spatial and temporal resolutions (21, 22). One
particularly interesting subject is the study of the interactions of
nanoparticles within the binding sites of proteins, and optimizing
the interactions for improved bio–nano recognition.

Recent biochemical and structural studies reveal the existence of
certain natural proteins that can recognize specific nanoparticles
(23, 24). One such example is an antibody that was selected from
the mouse immune repertoire to specifically recognize derivatized
C60 fullerenes (23, 24) and had a binding affinity of �25 nM (23).
The crystal structure of the Fab fragment of this antibody has been
determined (23) (Fig. 1). Although the fullerene–antibody complex
structure is not available, it was speculated that the fullerene-
binding site is formed at the interface of the antibody light and
heavy chains lined with a cluster of shape-complementary hydro-
phobic amino acid residues (23). The covalent modifications of the
functionalized buckyball used in the experiments for solubility
purpose occupy only a small fraction of the ball surface (see figure
1. in ref. 24); therefore, the unoccupied surface area would be large
enough to interact with the antibody.

To understand the detailed interactions of the buckyball in the
binding site of the antibody, we study the buckyball–antibody
complex by using molecular dynamics simulation (19). The
purpose of our computational modeling�simulation is to iden-
tify the energetically favorable binding modes between the
antibody and the buckyball. These results will be useful in
developing new biologically compatible fullerene molecules.

Methods
We performed molecular dynamics simulations of a buckyball–
antibody complex. The initial coordinates of the antibody were
available from the Protein Data Bank (PDB ID code 1EMT) (23).
The coordinates of the buckyball (C60) were provided by Richard
E. Smalley at Rice University (Houston). Although original bio-
chemical experiments were done on a derivatized buckyball for
solubility reasons (24), we omitted the derivatizations in our sim-
ulation and focused on the ball–protein interactions. In this par-
ticular case, it seems reasonable to assume, as a first approximation,
that the hydrophilic derivatizations on the ball do not play a critical
role in the predominantly hydrophobic interactions between the
ball and the antibody. Because all of the derivatizations were
attached to the balls by two neighboring carbon atoms, we argue
that the electronic structures of the derivatized balls, at the least the
aromaticity, may not be disturbed dramatically at the opposite face,
where the ball contacts the antibody.

Because the original x-ray structure of the antibody does not
contain the buckyball substrate, we docked the ball into the

This paper results from the Arthur M. Sackler Colloquium of the National Academy of
Sciences, ‘‘Nanoscience: Underlying Physical Concepts and Phenomena,’’ held May 18–20,
2001, at the National Academy of Sciences in Washington, DC.

This paper was submitted directly (Track II) to the PNAS office.

Abbreviations: SBMD, stochastic boundary molecular dynamics; VL, variable region light
chain; VH, variable region heavy chain.

§To whom reprint requests should be addressed. E-mail: jpma@bcm.tmc.edu.

6466–6470 � PNAS � April 30, 2002 � vol. 99 � suppl. 2 www.pnas.org�cgi�doi�10.1073�pnas.022532599



suggested binding site (23). We then performed 200 steps of
minimization, using the steepest descent method and 300 steps
of minimization using the Adapted Basis Newton Raphson
method. To reduce the necessary simulation time, the stochastic
boundary molecular dynamics (SBMD) method was used (see
ref. 25 for details). This is a highly efficient method for simu-
lating the localized interactions in the active site of a protein as
exemplified in a recent study of enzyme catalytic mechanism
(26). The CHARMM program (27) was used for the simulation.
Polar-hydrogen potential function (PARAM19) (28) was used
for the protein and a modified TIP3P water model (29) was used
for the solvent. Atomic partial charges for the buckyball were set
to neutral (30) and the van der Waals parameters of its atoms
were the same as an aromatic carbon atom (31) carried in the
CHARMM force field (28). The system was separated into a
reaction zone and a reservoir region, and the reaction zone was
further divided into a reaction region and a buffer region (25).
The reference point for partitioning the system in SBMD was
chosen to be near the center of the buckyball. The reaction
region around the active site was a sphere of radius r of 14 Å, the
buffer region of 14 Å � r � 16 Å, and the reservoir region of r �
16 Å; all atoms in the reservoir region were deleted. The
simulation system, shown in Fig. 2, consisted of 106 protein
residues, a buckyball C60, and 166 water molecules. Atoms inside
the reaction region were propagated by molecular dynamics,
whereas atoms in the buffer region were propagated by the
Langevin dynamics. Atoms inside the buffer region were re-
tained by harmonic restoring forces with constants derived from
the temperature factors in the crystal structure. Water molecules
were confined to the active-site region by a deformable boundary
potential (32). The friction constant in the Langevin dynamics
was 250 ps�1 for protein atoms and 62 ps�1 for water molecules.
During the simulation, all bonds with hydrogen atoms were fixed
by using the SHAKE algorithm (33). A 1-fs time step was used

for integrating the equations of motion during the molecular
dynamics simulation, whereas initial random velocities were
sampled from the Boltzmann distribution (34). The system was
equilibrated for 50 ps at 300 K, and was followed by a 5-ns
production run.

As an approximation, the simulated buckyball was treated as
a nonpolarizable hydrophobic entity. To a first approximation,
this treatment is reasonable based on the experimental obser-
vation that an unmodified buckyball is insoluble in water. The
overwhelmingly large number of hydrophobic interactions in the
binding site also justifies such a treatment.

We also simulated the systems containing the whole antibody
molecule submerged in a large periodic water box with and
without the presence of the buckyball in the binding site for a
shorter period (200 ps). The results were compared with those
from the SBMD simulation.

Results
We first observed during the 5-ns simulation that a single
buckyball C60 molecule can be readily accommodated in the
suggested binding site of the antibody. The ball inside the binding
site undergoes a small relative translational motion, but a
significant rotational motion. Further analysis of the angular
momentum reveals no favored axis of rotation. The ball is nearly
rigid, therefore the deformational motion of the ball is negligi-
ble. About 17% of the surface of the ball is exposed to solvent
throughout the simulation, with the antibody covering the
remaining surface. Fig. 3 shows the exposed surface area as a
function of time in a 5-ns simulation window. The persistently

Fig. 3. Solvent-exposed surface area as a function of time in a 5-ns simulation
window. The average value is about 17%.

Fig. 1. Ribbon diagram of the crystal structure of the Fab fragment of the
fullerene-specific antibody (ref. 23; PDB ID code, 1EMT). The two polypeptide
chains, variable region heavy chain (VH) and light chain (VL), are marked. The
suggested binding site of the buckyball substrate is indicated by the circle. The
figure is made by using software MOLSCRIPT (39) and rendered by RASTER3D (40).

Fig. 2. The molecular dynamics simulation system with the stochastic bound-
ary condition. It contains 106 protein residues (ribbon), the buckyball (space-
filling model in yellow), and 166 water molecules (ball-and-stick).
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Fig. 4. (a) Stereo pair snapshot of the buckyball inside the binding site of the antibody. Some key protein side chains are explicitly drawn and the rest of the
protein matrix is given in a dotted surface representation. The view is from the top in Fig. 1. (b) Stereo pair of a triple �-stacking. A piece of the buckyball and
the side chains of Trp-33 (VH) and Tyr-52 (VH) are shown. (c) Stereo pair of stacking interactions made by Trp-47 (VH) and Phe-96 (VL). The H� atom of Trp-47
(VH) points directly toward the ball, which can induce a weak hydrogen bond with the �-electron of the ball. Phe-96 (VL) is in stacking with the ball as well. (d)
Stereo pair of a different configuration of the interactions in c. The side chain motions bring the guanidinium group of Arg-50 (VH) to a triple �-stacking with
Trp-47 (VH) and the ball. The side chain of Phe-96 (VL) moves aside, but remains in stacking with the ball.
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solvent-exposed ball surface could be used for additional func-
tional derivatization (24).

Although some of the ball–antibody interactions had been
suggested from an earlier docking study (23), our results from
molecular dynamics simulation are more thorough and reliable.
Fig. 4a is a snapshot of the ball in the binding site, surrounded
predominantly by hydrophobic amino acid side chains. Some of
the important side chains of the antibody are explicitly shown,
and the rest of the protein matrix is represented by a dotted
surface. Of particular interest is the presence of rich �-interac-
tions between the ball and the aromatic side chains of the
antibody. Phe-96 (VL), Tyr-49 (VL), and Tyr-91 (VL) residues
all form �-stacking arrangements with the ball. A three-tiered
�-stacking interaction is observed between the ball, Tyr-52
(VH), and Trp-33 (VH) (Fig. 4b).

Another interesting interaction arises from the motion of the
side chains of Trp-47 (VH) and Arg-50 (VH). Two distinct
interaction modes made by these side chains were observed. Fig.
4c shows that Phe-96 (VL) is �-stacking with the ball while the
H� atom of Trp-47 (VH) points toward the ball, which induces
a weak hydrogen bond with the rich �-electrons of the ball. In
Fig. 4d, however, a rotation of the side chain of Trp-47 (VH)
results in a triple �-stacking between the ball, the guanidinium
group of Arg-50 (VH), and the side chain of Trp-47 (VH). In this
case, the side chain of Phe-96 (VL), though moved aside,
remains in �-stacking with the ball.

Similar �-stacking interactions have been observed in differ-
ent antibody–antigen complexes (35) and other proteins (36).
The interaction modes of aromatic side chains with the buckyball
are also remarkably similar to those observed in the x-ray
structure of a buckyball cocrystallized with benzene molecules
(37). Moreover, in a recent experimental study (38), �-stacking
was found to be very effective in noncovalently immobilizing
functional groups on nanotubes. These results indicate that
�-stacking is indeed a very efficient and common mode for
biological recognition of �-electron-rich carbon nanoparticles.

In addition to the �-stacking interactions, the complementary
shape of the antibody pocket also plays an important role in
recognition. The interface between the ball and the antibody-
binding pocket is nearly seamless and completely desolvated.
Several hydrogen-bonded side chains and van der Waals contacts
contribute to the formation of the complementary pocket.
Trp-103 (VH) lies at the ball–antibody interface, but is not
oriented in a manner expected for �-stacking; it is hydrogen
bonded to another interfacial residue, Tyr-36 (VL). This hydro-
gen-bonding network extends to residues Asn-34 (VL) and

Gln-89 (VL), both of which make contacts with the ball. Other
residues that are in van der Waals contacts with the ball are
Leu-46 (VL), Ala-97 (VH), and Ala-101 (VH).

For comparison, we also ran simulations of the systems
containing the whole antibody molecule submerged in a large
periodic water box with and without the buckyball in the binding
site for a shorter period (200 ps). In the absence of the buckyball,
we observed a big vacuum bubble around the hydrophobic
binding site of the antibody. When the buckyball is present inside
the binding site, the observed interactions are qualitatively
similar to those from the SBMD simulation. It is worth pointing
out that no electronic polarizability effect of the ball was
included in our simulations. The observed rich �-stacking in-
teractions arise primarily from the shape complementarity be-
tween the stacking aromatic side chains and the buckyball, which
is a prerequisite for the stacking interactions.

Concluding Discussion
We have conducted a molecular dynamics study of a bio–nano
complex formed by a carbon nanoparticle, a buckyball C60, and
a biological molecule, an antibody with a high binding affinity
and specificity. The results agree well with known biochemical
(24) and structural (23) data of the system. The simulation shows
that the high binding affinity and specificity are achieved through
complementary shape and extensive side-chain interactions,
including a set of rich �-stacking interactions. This finding also
suggests that �-stacking is a very efficient and common mode for
biological recognition of �-electron-rich carbon nanoparticles. It
is notable that, in addition to tight binding, there is about 17%
of the surface of the ball persistently exposed to the solvent. This
amount of exposure may leave enough room for further manip-
ulation of biocompatible buckyballs. Finally, the simulation
results demonstrate that, in general, an ordinary protein binding
site, such as that of an antibody, can readily bind to a carbon
nanoparticle with high affinity and specificity through recogni-
tion modes that are common in protein–ligand recognition. A
dynamic animation of the motion of the ball inside the bind-
ing site of the antibody can be found as Movie 1, which is
published as supporting information on the PNAS web site,
www.pnas.org.
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