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Networks of �-aminobutyric acid (GABA)ergic interneurons con-
nected via electrical and chemical synapses are thought to play an
important role in detecting and promoting synchronous activity in
the cerebral cortex. Although the properties of electrical and
chemical synaptic interactions among inhibitory interneurons are
critical for their function as a network, they have only been studied
systematically in juvenile animals. Here, we have used transgenic
mice expressing the enhanced green fluorescent protein in cells
containing parvalbumin (PV) to study the synaptic connectivity
among fast-spiking (FS) cells in slices from adult animals (2–7
months old). We have recorded from pairs of PV-FS cells and found
that the majority of them were electrically coupled (61%, 14 of 23
pairs). In addition, 78% of the pairs were connected via GABAergic
chemical synapses, often reciprocally. The average coupling coef-
ficient for step injections was 1.5% (n � 14), a smaller value than
that reported in juvenile animals. GABA-mediated inhibitory
postsynaptic currents and potentials decayed with exponential
time constants of 2.6 and 5.9 ms, respectively, and exhibited
paired-pulse depression (50-ms interval). The inhibitory synaptic
responses in the adult were faster than those observed in young
animals. Our results indicate that PV-FS cells are highly intercon-
nected in the adult cerebral cortex by both electrical and chemical
synapses, establishing networks that can have important implica-
tions for coordinating activity in cortical circuits.

Inhibitory �-aminobutyric acid (GABA)ergic cells constitute
�15–30% of neurons in the neocortex (1, 2). These cells can

be classified into different types according to their physiology
and histochemistry (3), their morphology and postsynaptic tar-
gets (4), and the presence of electrical synapses (5). The func-
tional significance of this diversity and the characteristics of
synaptic interactions of specific types of GABAergic neurons are
only poorly understood.

Fast-spiking (FS) cells represent a well defined subgroup of
prominent GABAergic interneurons that can be identified by
their pattern of firing in response to current injection (3).
Typically, FS cells generate discharges of high-frequency non-
accommodating spikes at near-threshold membrane potentials
(6, 7). In addition, FS cells can be distinguished histochemically
from other GABAergic interneurons by their selective expres-
sion of the calcium-binding protein parvalbumin (PV) (7–9).
Morphologically, FS cells include both basket and chandelier
cells and are located in every neocortical layer except layer I (6,
7, 9). These cells make somatic and proximal contacts onto
neighboring pyramidal cells and are thought to exert a powerful
inhibitory control on principal neurons (4).

In vivo (10–12) and in vitro (13, 14) experimental data,
together with theoretical studies (15–19), suggest that networks
of GABAergic interneurons play an important role in generating
brain rhythms and synchronizing the activity of principal neu-
rons. Although networks of FS cells are thought to operate in
adult animals, the synaptic interactions among FS cells have only
been studied systematically in juvenile tissue. By using slices
from 2–4-week-old rats and mice, it has been demonstrated that

FS cells can interact with each other via GABAergic as well as
electrical synapses (refs. 7, 9, and 20–23; for review see ref. 5).
In principle, both chemical and electrical connections could
synchronize the activity within interneuron networks. Theoret-
ical models have emphasized that the specific properties of these
synapses including the degree of connectivity, the kinetics of the
inhibitory postsynaptic currents (IPSCs), and the strength of the
electrical coupling dramatically affect the function of these
networks (15, 17, 19, 24). Whether functional electrical synapses
exist in the cerebral cortex of adult animals and the character-
istics of the GABA-mediated synaptic currents among FS cells
in mature slices remain unknown.

To date, technical difficulties have prevented recording from
pairs of visually identified interneurons in cortical slices from
adult animals. Neurons are usually first selected based on the
appearance of their somata and proximal processes under in-
frared videomicroscopy. When axonal myelination is completed,
however, slices are much less transparent, and observing these
features becomes extremely difficult. In this article, we used
transgenic mice generated by Meyer et al. (25) containing the
fluorescent marker enhanced GFP (EGFP) in cells expressing
PV. By these means, we have recorded from pairs of FS cells in
slices from adult animals and studied their functional synaptic
interactions.

Materials and Methods
Slice Preparation and Cell Identification. Heterozygous C57BL�6
transgenic mice expressing EGFP under the control of the PV
gene promoter (25) were cross-bred with ICR mice. Mice
expressing the EGFP transgene were identified by detection of
the characteristic f luorescence in skeletal muscle under UV
illumination. Eighteen adult mice of both sexes (2–7 months old,
mean 3.4 months, median 2.7 months) were anesthetized by an
i.p. injection of ketamine (87 mg�kg) and xylazine (13 mg�kg)
and decapitated. No apparent differences among animals within
this age range were observed. Parasagittal cortical slices
(300-�m thick, 30° angle) were obtained by using standard
procedures. After dissection, the slices were incubated at 32–
34°C for 30 min and then at room temperature (20–22°C) until
transferred to a submersion-type recording chamber. The extra-
cellular solution bathing the slices during the dissection, incu-
bation, and recording contained 125 mM NaCl, 2.5 mM KCl,
1.25 mM NaH2PO4, 1 mM MgSO4, 2 mM CaCl2, 26 mM
NaHCO3, 20 mM glucose, 4 mM lactic acid, 2 mM pyruvic acid,
and 0.4 mM ascorbic acid (pH 7.4, 315 milliosmol) and was
bubbled continuously with a gas mixture of 95% O2 and 5% CO2.
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Kynurenic acid (1 mM) was added during the dissection and
incubation period.

Fluorescent neurons in the somatosensory cortex were visu-
alized by using an upright microscope (Axioskop, Zeiss) illumi-
nated with a xenon lamp (150 W, OptiQuip, Highland Mills, NY)
and equipped with a �40 water-immersion lens and EGFP filters
(XF100, Omega Optical, Brattleboro, VT). Once a fluorescent
neuron was selected, it was visualized with infrared differential
interference contrast video microscopy and recorded with con-
ventional patch-clamp techniques (Fig. 1 A and B).

Paired Recordings and Data Analysis. Simultaneous somatic whole-
cell recordings from pairs of PV-FS cells were made with patch
electrodes (3–4 m�) filled with a solution containing 130 mM
K-methylsulfate, 6.3 mM KCl, 10 mM Hepes, 4 mM MgATP, 20
mM phosphocreatine(Na), 0.3 mM NaGTP, 0.2 mM EGTA, and
0.3% biocytin (pH 7.3, 295 milliosmol). Liquid-junction poten-
tial error was not corrected. Recordings were performed at
32–34°C. In most experiments both cells were recorded under
current-clamp mode. In others, the postsynaptic cell was kept
under voltage-clamp mode. Signals were recorded with two
Axopatch 200B patch clamps (Axon Instruments, Foster City,
CA). The voltage and current output were filtered at 5 kHz and
digitized at 16-bit resolution (ITC-18, Instrutech, Mineola, NY)
with a sampling frequency of 10 kHz.

The input resistance and membrane time constant of PV-FS
cells were calculated by injecting long pulses of depolarizing
current (50 pA, 300 ms). Spike amplitude and the after-
hyperpolarization potential were measured relative to the spike
threshold. Spike-frequency adaptation was calculated as the
ratio of the second to the first interspike intervals (ISIs) in
near-threshold discharges of three or more action potentials. The
strength of the electrical coupling in pairs of PV-FS cells is
reported as the mean of the coupling coefficient between cell 1
and cell 2 and that measured between cell 2 and cell 1. The
spike-coupling coefficient was calculated as the ratio of the area
of the spikelet above the baseline to the area of the presynaptic

spike above the threshold. Assuming a simple model of two
isopotential neurons connected by a single electrical junction,
the gap-junction conductance (Gc) was calculated according to
the equation Gc � 1�[(Rin2�CC) � Rin2], where Rin2 is the input
resistance of the postsynaptic neuron, and CC is the step-
coupling coefficient. Complexities regarding the location of gap
junctions in dendrites were not taken into account.

Data are given as mean � SEM. Differences were considered
statistically significant (Student’s t test) if P � 0.05.

Results
Characterization of EGFP-Expressing Cells. All experiments have
been performed in acute slices obtained from adult (2–7-month-
old) transgenic mice, in which PV neurons expressed EGFP (25).
In the neocortex, 94% of the EGFP-expressing cells contained
PV (25). We first characterized the physiology of EGFP-
expressing cells identified with fluorescent microscopy (Fig. 1 A).
We mainly selected neurons located in layer V; however, some
cells in layers IV and II�III also were included in our study.
Selected f luorescent neurons were visualized under IR-
differential interference contrast video microscopy and re-
corded by using somatic whole-cell recordings (Fig. 1B). Most
EGFP-positive cells showed the characteristic firing pattern of
FS cells in response to pulses of depolarizing current (93%, 82
of 88 neurons). In response to near-threshold current injections,
f luorescent cells typically fired one or two initial spikes followed,
at a variable latency, by a discharge of high-frequency nonac-
commodating action potentials (Fig. 1C). In these characteristic
discharges, the mean frequency was 228 � 18 Hz, the mean ISI
ranged between 2 and 13.4 ms, the coefficient of variation of the
ISI was 0.086 � 0.008, and the spike-frequency adaptation (2nd
ISI�1st ISI) was 1.09 � 0.02. In addition, EGFP-expressing cells
(n � 41 neurons) had an average resting membrane potential of
�72 � 1 mV, a membrane time constant of 3.8 � 0.2 ms, and
an input resistance of 89.2 � 2.9 M�. Their action potentials had
a mean half-width of 0.35 � 0.01 ms and an amplitude of 61 �
2 mV and were followed by a single fast component after-
hyperpolarization potential with a mean amplitude of 25.4 � 0.6
mV. The small percentage of fluorescent neurons that did not
show the physiological characteristics of FS cells was excluded
from the study. To study the morphology of PV-EGFP cells, they
were injected with biocytin followed by anatomical reconstruc-
tion (n � 8). We found that PV-EGFP cells was aspiny inter-
neurons with relatively heterogeneous anatomy. Their somata
appearance ranged from multipolar to bitufted, and their axon
branched profusely in the vicinity of the somata or above them
(Fig. 2A). Altogether, these results indicate that PV-EGFP
transgenic mice are a useful tool to study the function of FS cells
in the adult brain. Hereinafter, we will refer to PV-EGFP
neurons with FS properties as PV-FS cells.

Electrical Synapses Between PV-FS Cells. To study functional syn-
aptic interactions among PV-FS cells in adult animals, we
recorded simultaneously from pairs of closely neighboring neu-
rons (Fig. 2 A). The average distance between their somata was
39.0 � 4.2 �m (range 13–92 �m, n � 23). We tested the presence
of electrical coupling by injecting pulses of subthreshold depo-
larizing or hyperpolarizing current into one of the cells and
detecting a change in the membrane voltage of the noninjected
neuron. We found that 61% of the pairs examined (14 of 23
pairs) were electrically coupled (Fig. 2B and Table 1). To
estimate the strength of the electrical coupling we calculated the
coupling coefficient in response to a step-current pulse by
obtaining the ratio between the voltage change produced in the
noninjected cell and that in the injected cell. The coupling
coefficient ranged from 0.11% to 4.9% with an average value of
1.53% � 0.34% (n � 14; Fig. 2C), and was similar for depolar-
izing or hyperpolarizing injections. Electrical coupling was al-

Fig. 1. Identification of PV-expressing neurons in adult neocortical slices. (A)
Fluorescing cells in a neocortical slice obtained from a 2-month-old PV-EGFP-
expressing mouse. Three EGFP-expressing neurons are illustrated. (B) same
field under differential interference contrast infrared videomicroscopy. Note
the tip of the patch electrode used to record the activity of an EGFP-expressing
neuron. (Scale bar, 10 �m.) (C) Firing pattern in response to current injection
(190 pA, 300 ms) of the EGFP-expressing neuron illustrated in A and B (arrow-
head). The three responses were obtained with the same current injection.
Note the discharges of high-frequency nonaccommodating action potentials
in the two upper traces.
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ways bidirectional and had roughly equal magnitude in both
directions. Because the input resistance of PV-FS cells was
generally homogeneous, this suggests that the electrical junctions
are usually located at similar electrotonic distances in both
neurons. Assuming a model in which the cells are isopotential
(26) we estimated that the coupling conductance between a pair
of PV-FS cells was 0.203 � 0.044 nS (range 0.013–0.586 nS,
n � 14).

Next, we studied the efficacy of electrical synapses in trans-
mitting presynaptic action potentials. When a presynaptic action
potential was generated by a brief (2–3 ms) suprathreshold
current injection, the electrical transmission of the presynaptic
spike could be isolated by subtracting the postsynaptic response
generated by a subthreshold injection (Fig. 3A). To examine the
signal caused by an action potential in isolation, in other
experiments the membrane of the presynaptic cell was depolar-
ized to near threshold where spontaneous spikes were produced.
These action potentials then were aligned, allowing the averag-
ing of the postsynaptic responses. At an electrical connection, the

action potential is transmitted as a biphasic signal: first, a brief
depolarization (spikelet) reflecting the spike itself, and second,
a slower hyperpolarization reflecting the presynaptic spike after

Fig. 2. (A) Neurolucida reconstruction of a pair of PV-FS cells simultaneously recorded in a slice from a 2-month-old mouse. The firing patterns of both cells in response
tocurrent injection (300ms,1nA)are showninthe insets. (B) The injectionofdepolarizing (600-pA)orhyperpolarizing (150-pA)current incell 1 simultaneouslyaffected
the membrane voltage of the noninjected cell 2. Step-coupling coefficient � 2.0%. Each trace is the average of 50 trials. Data are from the same pair illustrated in A.
(C) Electrical coupling is bidirectional. Comparison of the step-coupling coefficient when current is injected in cell 1 versus cell 2 is shown.

Table 1. Electrical and chemical connectivity among pairs of
PV-FS cells

Chemical (%)
Total
(%)� 3 7

Electrical � 4 (17) 5 (22) 0 (0) 9 (39)
Electrical � 1 (4) 3 (13) 10 (44) 14 (61)
Total 5 (22) 8 (35) 10 (43) 23 (100)

Electrical �, absence of electrical connection; Electrical �, presence of
electrical connection; Chemical, chemical connection;3, unidirectional chem-
ical connection;7, reciprocal or bidirectional chemical connection.

Fig. 3. Spike transmission through electrical synapses. (A) Spikelet obtained by
subtracting supra- (1, thin traces) and subthreshold (2, thick traces) current
injections in a pair of PV-FS cells connected only by electrical synapses. Step-
coupling coefficient � 2.6%. Spike-coupling coefficient � 0.60%. (B) Isolated
spikes were generated with near-threshold presynaptic injections. Spontaneous
action potentials were aligned and averaged. Traces are the average of 17 trials.
(3-month- and 2-week-old mouse). (C) Single traces showing spikelets transmit-
ted in response to a discharge of presynaptic action potentials. Step-coupling
coefficient�3.7%.Spike, couplingcoefficient�0.94%(11-week-oldmouse). (D)
Brief trains of presynaptic action potentials result in a transient postsynaptic
hyperpolarization. Single traces, data from A, B, and D are from same pair of cells.
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hyperpolarization (Fig. 3B). The delay between the peaks of the
presynaptic spike and the postsynaptic spikelet was on average
0.26 � 0.02 ms (n � 10). The average coupling coefficient for the
spike (see Materials and Methods) was 0.51% � 0.10% (n � 9),
a value �3-fold smaller than that of the step-coupling coeffi-
cient. Individual spikes are transmitted during discharges of
presynaptic spikes as brief depolarizations (Fig. 3C). However, as
a result of the electrical transmission of the after-hyperpolar-
ization potential, a train of presynaptic spikes can result in a
relative postsynaptic hyperpolarization (Fig. 3D). The transmis-
sion of the after-hyperpolarization potential, similarly to GABA
type A (GABAA)-mediated inhibitory postsynaptic potentials
(IPSPs), could contribute significantly to the detection of syn-
chronous activity by networks of FS cells (27).

GABAergic Synapses Among PV-FS Cells. To study the connectivity
via GABAergic synapses, we generated presynaptic action
potentials with brief (2–3 ms) suprathreshold current injec-
tions and recorded the postsynaptic responses at two different
membrane potentials. If the neurons were connected via
chemical synapses, we observed a GABA-mediated hyperpo-
larizing IPSP at �50 mV that reversed its polarity and became
depolarizing when the postsynaptic cell was kept at �90 mV
(Fig. 4). Single-axon IPSPs between PV-FS cells were blocked
by bath application of bicuculline methiodide (10 �M, n � 2,
data not shown), indicating that they are mediated by GABAA
receptors. We found that 78% of the pairs (18 of 23) were
connected by GABAergic synapses (Fig. 5 and Table 1). The
chemical connections were unidirectional in 8 pairs and bidi-
rectional in another 10 pairs. In addition, 13 of the 14

electrically coupled pairs were also connected via chemical
synapses in at least one direction. The 10 pairs bidirectionally
connected via chemical synapses were electrically coupled
(Figs. 5 and 6).

The mean peak amplitude of single-axon IPSPs at �50 mV was
0.72 � 0.11 mV (range 0.1–1.7 mV, n � 27 pairs). The mean rise
time (10–90%) was 0.89 � 0.04 ms, and the mean delay between
the peak of the presynaptic spike and the negative peak of the
IPSP was 2.2 � 0.08 ms. At a membrane potential of �50 mV,
the single-axon IPSPs decayed with an exponential time course,
the mean decay time constant of which was 5.9 � 0.5 ms (n �
24, Fig. 4). When recorded at a membrane potential of �90 mV,
the synaptic potential reversed its polarity and decayed with
a mean time constant of 6.8 � 0.7 ms (n � 12). This value was
not significantly different from that obtained at �50 mV
(P 	 0.3). Thus, in contrast to the IPSPs at pyramidal neurons
(28), the time course of the IPSPs among FS cells was not
voltage-dependent.

The decay time course of inhibitory synaptic currents has been
proposed to play an important role in determining the frequency
at which GABAergic networks can synchronize their activity (14,
19). Slow GABA-mediated postsynaptic conductances result in

Fig. 4. Paired recording from two PV-FS cells (3 months and 2 weeks old)
connected by both electrical and chemical synapses. IPSPs were recorded
keeping the postsynaptic neuron under current-clamp at two different po-
tentials (�51 and �92 mV). IPSC was recorded holding the postsynaptic
neuron under voltage-clamp at �50 mV. Traces are the average of 50 trials.
Step-coupling coefficient � 1.1%.

Fig. 5. Bar plot showing the percentage of recorded pairs of PV-FS cells
connected by electrical and chemical synapses in adult mice.

Fig. 6. (A) A pair of PV-FS cells electrically coupled and reciprocally con-
nected through chemical connections. Step-coupling coefficient � 1.8 and
1.9%. Spike-coupling coefficient � 0.32 and 0.40% (2-month-old animal). (B)
Histogram summarizing paired-pulse ratios (PPRs) from 24 connections. (C)
Plot comparing the amplitude of IPSP2 versus IPSP1 for individual events (R �
0.061). The paired-pulse ratio in this connection was 0.61 (3-month- and
2-week-old animal).

Galarreta and Hestrin PNAS � September 17, 2002 � vol. 99 � no. 19 � 12441

N
EU

RO
SC

IE
N

CE



low-frequency oscillations, whereas networks connected by
faster IPSCs synchronize their activity at higher frequencies. The
properties of the IPSCs were studied by keeping the postsynaptic
cell under voltage-clamp (Fig. 4). At a holding potential of �50
mV, the average unitary IPSCs decayed exponentially, and the
mean decay time constant was 2.6 � 0.2 ms (n � 8 connections).
We found that the mean peak amplitude of the unitary inhibitory
synaptic currents was 23.9 � 7.8 pA, and that the latency between
the peak of the presynaptic spike and that of the IPSC was 1.1 �
0.09 ms. The estimated unitary synaptic conductance was 797 pS.
At a holding potential of �90 mV, the synaptic current became
outward, but its decay kinetics (� � 2.3 � 0.3 ms) were similar
to those of the IPSCs obtained at �50 mV. Lack of voltage
dependence of IPSCs has been described previously at neocor-
tical pyramidal neurons (28). In the hippocampus, however,
IPSCs at principal cells have been reported to show a slower
decay time course at depolarized potentials (29, 30).

Several studies have described developmental changes in the
short-term plasticity of excitatory connections in the neocortex
(31, 32) and inhibitory ones in the cerebellum (33). In all the
cases, a switch from depression to facilitation was found by
comparing slices from 3- versus 5-week-old animals. We exam-
ined frequency-dependent changes in single-axon IPSPs between
PV-FS cells in slices from adult mice by measuring the paired-
pulse ratio. We found that the average second IPSP was smaller
than the first one when two presynaptic action potentials (50-ms
interval) were generated. In 24 pairs, the ratio between the
average IPSP2 and the average IPSP1 was 0.66% � 0.02% (Fig.
6). Paired-pulse depression was observed in all the pairs we
studied (Fig. 6B). We found that GABAA receptor-mediated
synaptic transmission among FS cells showed short-term depres-
sion both in adult animals (34) as well as in young ones (7, 9, 20).
Interestingly, when examining the trial-to-trial response variabil-
ity, we found no significant correlation between the amplitudes
of the second and the first IPSPs (R � 0.05, n � 11; Fig. 6C; ref.
35). Thus, although the average second IPSP was smaller than
the average first IPSP, a relatively small individual second IPSP
could be preceded by a relatively large or small individual first
IPSP. This finding suggests that a mechanism different from
transmitter depletion underlies paired-pulse depression in
GABAergic synapses among FS cells.

Discussion
Our results indicate that in the adult neocortex, PV-FS cells can
form an extensively interconnected network based on electrical
and chemical synapses.

Electrical Synapses. Electron-microscopical observations (20, 36–
38) and connexin 36 (Cx36) mRNA and immunohistochemistry
(39–42) studies indicate that some GABAergic neurons are
interconnected via gap junctions in the adult neocortex. Recent
reports using paired recordings in slices from juvenile animals
(2–4 weeks old) have demonstrated that GABAergic interneu-
rons belonging to the same type, but not pyramidal neurons, are
electrically coupled (refs. 7, 9, 20–23, and 43; for review see ref.
5). At this age, however, the neocortex is not mature. It has been
suggested that synaptogenesis of the inhibitory system reaches
adult values between 4 and 8 weeks postnatally (44). In addition,
dye coupling rapidly declines in the second postnatal week (45,
46), and studies on Cx36 indicate that this protein could be
expressed in both principal cells and interneurons in early
postnatal development but primarily in interneurons in the adult
(23, 39). Thus, it was important to directly demonstrate func-
tional electrical coupling among GABAergic interneurons in the
neocortex of adult animals.

Our results, obtained from adult animals ranging between 2
and 7 months old, show that electrical coupling among GABAer-
gic PV cells is maintained in the adult neocortex. Interneuronal

electrical coupling has also been demonstrated directly in the
adult cerebellar cortex (47). The degree of connectivity via
electrical synapses in adult slices, �60% of the pairs, was similar
to that reported for juvenile rats (7, 9, 20) and mice (22). On the
other hand, the strength of the electrical coupling among PV-FS
cells in adult mice was relatively weak (1.5%). This value is
smaller than that found in juvenile rats (3.8–7%; refs. 7, 9, and
20) and mice (6%; ref. 22). A reduction in the input resistance
of PV-FS cells could contribute to this result. However, the input
resistance of PV-FS cells in adult animals (89.2 � 2.9 M�) was
larger than that from young mice (70.8 � 9.2 M�). In addition,
it is possible that the dendrites and the electrotonic distance of
electrical synapses are longer in adult mice than those in young
animals. Finally, a reduction in the coupling coefficient could
reflect a decrease in the coupling conductance, resulting from a
smaller number of electrical junctions, fewer gap-junction chan-
nels per contact, or down-regulation of the conductance of
individual gap-junction channels. We have estimated that the
range of the coupling conductance was 0.13–0.58 nS, and the
estimated average was 0.2 nS. In a recent modeling study, Traub
et al. (24) found that networks of inhibitory neurons can generate
‘‘high synchrony’’ when the dendritic junctional conductance was
�0.3 nS. Thus our findings suggest that electrical junctions in the
adult neocortex could have an important effect on coherent
activity of inhibitory neurons.

The role of inhibitory neurons in responding to the timing of
sensory inputs in the cortex has been proposed as a mechanism
determining the critical period (48). It has been suggested that
maturation of neocortical inhibitory synapses is linked to the
onset and termination of the developmental critical period (49,
50). Therefore, it is possible that a developmental decrease in the
strength of electrical coupling may increase the threshold of
activity required for activating groups of inhibitory neurons in
adult animals and thus may be related to the termination of the
critical period.

GABAergic Synapses. We found that the degree of connectivity
among PV-FS cells via GABAergic synapses in the adult neo-
cortex is 78% similar to that reported among FS cells in juvenile
mice (22). We have found that unitary IPSCs among PV-FS cells
in slices from adult mice decayed with a time constant of 2.6 �
0.2 ms. This value is faster than that reported previously for
IPSCs among pairs of GABAergic interneurons (basket cells) in
the young rat neocortex (8.3 ms; ref. 20), indicating that GABAA
receptor-mediated synaptic currents may exhibit faster decay
kinetics in the adult than in the young neocortex. This faster
IPSC decay kinetics may reflect different subunit composition of
synaptic GABAA receptors in mature animals (51, 52). Fast-
decaying IPSCs and a brief membrane time constant in adult
PV-FS cells (3.8 versus 8 ms in FS cells from young rats) also
resulted in GABAA receptor-mediated IPSPs with faster decay
(5.9 ms; see also ref. 33) than that described in young rats (�10
ms; ref. 7).

Functional Implications. It has been proposed that networks of
GABAergic neurons and PV cells in particular are important in
producing coherent high-frequency oscillations (10–12, 53–55)
as well as detecting and promoting synchronous activity (27).
These proposals critically depend on the properties of synaptic
interactions among GABAergic neurons within the networks
(14, 19, 24). Theoretical work has indicated that GABAergic
connections may be sufficient to ensure coherent activity of
inhibitory networks only under specific restrictions (17, 18, 24,
56). In addition, recent studies have shown that the loss of
connexin 36, the major connexin underlying electrical coupling
among interneurons, weakens synchronized network oscillations
in brain slices (22, 23). On the other hand, the decay time course
of inhibitory synaptic inputs has been proposed to play an
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important role in determining the frequency at which GABAer-
gic networks can synchronize their activity (14, 17, 19). Fast
conductances of the synaptic connections between PV-FS cells
may promote the generation of high-frequency oscillations (	60
Hz; refs. 14 and 19). Thus, the prominent level of GABAergic
connectivity as well as the fast time course of the IPSCs among
FS cells and their extensive electrical coupling demonstrated

here would allow these networks to play a role in detecting and
controlling spike timing in the adult neocortex.
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