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SUMMARY

Errors relating to the use of the correlation coefficient and bivariate linear regression are often to be found in
medical publications. This paper reports a literature search to define the problems. All the papers and letters
published in the British Medical Joumal, The Lancet and the New England Journal of Medicine during 1997 were
screened for examples. Fifteen categories of errors were identified of which eight were important or common.
These included: failure to define clearly the relevant sample number; the display of potentially misleading
scatterplots; attachment of unwarranted importance to significance levels; and the omission of confidence intervals
for correlation coefficients and around regression lines.

INTRODUCTION AND DEFINITIONS

Errors involving the relationship between two quantitative
variables are often to be found in medical publications. This
paper reports a literature search from three medical
journals to define problems relating to correlation and
bivariate regression and discusses the correct use and
reporting of the two statistics. Full treatment, descriptive
and mathematical, of correlation and regression is to be
found in statistical textbooks and will not be attempted
here. Attention will be confined to relevant definitions.

Correlation

The Pearson correlation coefficient is a summary statistic
which measures the direction and magnitude of the
association or 'co-relation' between two variables measured
on an interval scale, each approximately normally
distributed and together having an approximate linear
relationship. The Spearman correlation coefficient is the
comparable non-parametric ranking statistic for data where
at least one of the variables is measured on an ordinal scale
or does not form an approximate normal distribution on an
interval scale. A correlation coefficient gives an indication of
the closeness of the relationship. The null hypothesis, that
the sample correlation coefficient has come from a
population with a correlation coefficient of zero, may be
tested by Student's t statistic. The formula has n in the
numerator and r in the denominator. This means that as n
increases so does t for the same value of r. Thus a very weak
and probably meaningless correlation may be significant if
the numbers are large enough. For example, the near-zero
correlation coefficient of 0.06 is conventionally significant
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(P=0.05) if the sample is 1000, and the weak correlation
r=0.27 is similarly significant for a sample of 50. Tests of
statistical significance involve, therefore, both the mag-
nitude of the observed association and the sample size. It
follows that in the context of the biological sciences the
probability levels of correlation coefficients are often
misleading and should usually be ignored except when
numbers are small. Conventional significance indicates that
an association is probably real but the question always must
be, is the relationship strong enough to be important and
meaningful?

Various concerns have been recorded about the
dichotomous nature of conventional significance in clinical
researchl 2. Since 1988 medical journals have required
authors to place less reliance on probability levels and to use
confidence intervals when appropriate3, but implementation
of this policy has not been extended to correlation
coefficients. The confidence interval (CI) for a sample
correlation coefficient presents an interval with upper and
lower limits within which the true population correlation
coefficient will probably lie and indicates the extent of the
uncertainty attaching to the estimate. The estimation
involves use of Fisher's z-transformation (for the
mathematical treatment see Altman and Gardner4). Few
statistical software programs produce the CI output for a
correlation coefficient by default.

Calculation by hand is simple and involves the use of
only three tabless and addition and subtraction. When
numbers are small the sampling variation for a correlation
coefficient is surprisingly large and the CI correspondingly
wide. For example, if n=10 and r=0.7 then the 95% CI
spans most of the range of zero to one (0.13 to 0.92). If the
sample is doubled to 20 then the 95% CI is still wide (0.37
to 0.87), if further doubled to n=40 it is 0.50 to 0.83. 123
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A recorded correlation coefficient should usually be
linked with three other parameters-the sample size, the
95% CI and the probability level. The CI may reasonably be
omitted if the correlation is near zero or if the correlation is
strong and the sample size large. The P value and the
confidence interval are not alternatives as has been implied6.

Regression

Linear regression and correlation are alternative ways of
examining the relationship between variables. There are
close mathematical relations between the two7, but their
purposes are distinct4. Both techniques refer to a linear
relationship between two variables. Regression, however,
can be extended to non-linear relationships and to more
than two variables. The use of these options will not be
examined in this paper.

Regression is a method of estimating a numerical
relationship. The two variables involved in a regression are
the dependent (or outcome) variable (y), which is scaled
conventionally on the ordinate (upright axis) of a
scatterplot, whereas the independent (or predictor) variable
(x) is scaled on the abscissae. Regression is both descriptive
and predictive, whereas correlation is only descriptive. The
correct use of each depends on whether 'relationship' or
'relationship and prediction' is the primary aim of the
investigator. The nature of the descriptive element in each
is, however, different. Whilst correlation only indicates the
closeness or otherwise of the relationship, the regression
coefficient will allow the amount of positive or negative
change in the dependent variable to be related to a unit
increase or decrease in the independent variable. Regression
also provides a means of prediction of the value of variabley
which corresponds to a given value of variable x and
calculation of the associated confidence interval. The
information yielded about the relationship by regression is
in addition to that yielded by the correlation coefficient but
does not substitute for it. It is good practice always to check
and record that the usual assumptions associated with linear
regression (linearity; normal distribution of residuals with a
mean of zero and a constant variance) have not been greatly
violated7.

Regression is closely related to correlation. If there is no
linear relationship between x and y (r=0),' then the slope of
the regression line is zero. The hypothesis may be tested by
taking the ratio of the slope to its standard error as a
t-statistic. The square of the correlation coefficient (r2), or
the 'coefficient of determination', represents the proportion
of the variability which is explained by the regression
model. It is a measure of the goodness of fit of a particular
model. Thus if the correlation coefficient is 0.6 then 36% of
the variability is explained by the model. If there is a linear

the points can be used to summarize the data. The model
for a simple linear regression relating y and x is
characterized as:

y=a+bx

where a is the intercept (value fory when x=0) and b is the
slope or regression coefficient (amount by whichy increases
for unit increase in x). Methods of estimating a and b are

discussed below.
There is one caveat about the use of regressions which is

often ignored. It is wrong to extrapolate a regression line
derived from one cloud of data points (an array) to a distant
and outlying data point or to a second array beyond and
distinct from the domain of the first array8. If numbers are

small the parameters of a regression equation may be highly
influenced by the inclusion of an outlier9, which then
qualifies as an 'influential point'. A regression model should
be used only for that part of the data that excludes an

influential outlier10 or alternatively a lognormal or loglog
scale should be used to draw the outlier into the array. The same
caution should be exercised ifa correlation coefficient is derived
for a cloud of points which includes an outlier (Figure 1 c). The
statistical literature is not, and cannot be, specific about the
definition of an outlier8, which is more easily recognized than

defined. The inclusion or exclusion ofan outlier by researchers,
after careful examination and consideration of the data, should
always be explained and justified.

Use of regression is rare in medical papers though the
term is often erroneously used in respect of correlation.

Line-fitting

There are three main ways in which a regression line may
be fitted through a cloud of points-use of the least square

regression (LSR), the major axis (MA) or the reduced major
axis (RMA)7. The choice of regression model is not a trivial
consideration as the different techniques usually yield
different regression equations unless the correlation
coefficient is high, when the slopes of the three lines
converge.

The question of the best line to use in different
circumstances is far from resolved and agreed among

biometricians. Many, however, are now using the LSR in all
circumstances9, though this may reflect in part a failure to

appreciate its erroneous assumptions or lack of knowledge
of alternatives11. The anthropological and biometrical
literature contains many anxious discussions and analyses
of the issues (see Smith9 for a bibliography). The medical
literature, however, is silent and medical researchers are

seemingly unaware that a problem exists. It must be
suspected that all the statistical programs used by medical

relationship between two variables a straight line through researchers compute the LSR, but in the medical papers124
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Figure 1 Four illustrative plots taken from the papers reviewed, with original legends omitted. (a) As only correlation is involved a regression
line has correctly not been drawn through the points32. The plot enables the reader to note that the relationship is probably linear and that there are no

outliers. Details of the correlation coefficient (n, r, Cl, P) need to be added either beside the plot or in the legend. (b) A regression equation is given in
the legend and the regression line is legitimate, but its nature (LSR, MA, RMA) has not been defined22. Unremarked heteroscedasticity (see text) is
evident. (c) The plot shows an irrelevant regression line and a distant outlier20. Though a significant correlation coefficient of r=-0.36 is recorded, the
authors' claim of an inverse correlation between the two variables is doubtful, for if the outlier is excluded then n=35, r- -0.22, P=0.2. (d) The authors
have given some information about the correlation coefficient beside the plot but have failed to record the number of data points or to calculate and
record the C121. The regression line is irrelevant and the two outliers are unexplained. It is possible that the positive association between the two
variables is only weak. The plots are published by courtesy of the BMJ and The Lancet

searched (see below) the matter has not once been defined.
The differences and indications for the three methods of
line-fitting will not be discussed here.

Scatterplots

Preliminary plotting of bivariate data allows the nature of
the relationship between two variables to be examined and,

if correlation or regression statistics are contemplated,
confirms that the relationship is probably linear. Three main
types of scatterplot are to be found in published papers: (1)
a plot with data points but without a regression line (Figure
a); (2) a plot with data points and with a regression line

(Figure lb,c,d); and (3) a plot with data points with a

regression line and with the boundaries of the confidence
interval drawn (Figure lb).
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For a correlation, printing a plot merely offers a visual
representation, sometimes misleading, of the correlation
coefficient. The judged association of the two variables in a
plot by the reader is vulnerable to perceptual or 'display'
factors relating to the scaling and the size and orientation of
the cloud of points'2. There is a tendency for the judged
association to increase as the absolute size of the cloud of
points decreases. It will be even more misleading if a
regression line, irrelevant when only correlation is
involved, is drawn through the data points (Figure 1c,d).
In this role such a line deceives the eye into an illusion of
definitiveness and precision when the underlying relation-
ship may well be weak and obscure.

The Pearson correlation coefficient and linear bivariate
regression are relatively uncommon statistics in medical
publications, but their correct use is important. This paper
scrutinizes published papers from three medical journals for
examples of their use and misuse.

METHODS

All the papers and letters from three weekly general
medical journals, the British MedicalJournal (BMJ), The Lancet
and the New EnglandJournal ofMedicine (NEJM), published in
1997 were searched for examples of correlation and
bivariate linear regression either in the text or in one or
more of any plots. Qualifying papers and letters comprise
the data set13-36 (BMJ n=13, Lancet n=5, NEJM n=6).

RESULTS

Fifteen errors were identified and are listed below. Eight of
these errors are important because either they occur
frequently or else they are major. The frequency of
occurrence of all errors is recorded for each of the three
journals with examples and sometimes comments.

Important errors

Error 1

Failure to state clearly in the text the number of cases used
in a correlation coefficient (BMJ=3)15-17.

Error 2

Citing a correlation coefficient without giving the 95%
confidence interval when appropriate (BMJ=6, Lancet=4,
NEJM=5)13,15,16,18-21,23,25-29,31,32. This error occurs often.
There was only one paper where the CIs were given33 and
these were not irrelevant since the correlations were all
near zero.

Error 3

The inappropriate use in a scatterplot of a regression line
through an array when only correlation is involved (BMJ=2,
Lancet=4, NEJM=5)13,15,18-21,25-29 (Figure 1 c,d). The

insertion of a line through a cloud of points is again a
frequent error, but there were authors who correctly did
not draw one (BM]=6)16,17,23,24,31,32 (Figure la).

Error 4

Failing to explain and justify the inclusion of one or more
outliers in a plot and computations (BMJ= 1, Lancet=4,
NEJM=3)18-21,24,27-29 (Figure lc,d).

Error 5

Use of a correlation coefficient when numbers are very
small or when plotting of the data indicates a probable non-
linear trend (BMJ= 1)36.

Error 6

Use of the Pearson correlation coefficient when the
Spearman is more appropriate (BMJ=3)13-I5. In the three
examples each contains an ordinal measurement.

Error 7

The appearance of apparent heteroscedasticity in a plot (a
progressive increase or decrease of the spread of the
residuals around the regression line) with no comment in
the text (BMJ=2, Lancet=l, NEJM=1)15,22,23,25 (Figure lb).
This violates the equality of variance assumption of a
regression analysis.

Error 8

Attaching undue importance to a significant outcome in
the context of correlation (BMJ=2, Lancet=2, NEJM=
2)18,20,24,25,27,36

Examples
'We found a significant linear relation ... (P=0.002)'18.
Comment: n=53, r=-0.44 (95% CI -0.20 to -0.64). If
an outlier is discounted the correlation coefficient and lower
limit of the CI would be even smaller.

'... percentage reduction in proteinuria was inversely
correlated with decline in GFR (P=0.035)'20. Comment:
n=36 r=-0.36 (95% CI -0.03 to -0.61). If the extreme
outlier is discounted (Figure 1c) then r -0.22, P=0.2.

'All pairs of measures were highly correlated (all P values
<0.0001)'24. Comment: inspection of the correlation
matrix shows that for two of the ten relationships r=0.59
and -0.66, which are only 'moderate' and not 'high'
correlations. The sample numbers are not clear and thus the
CIs cannot be calculated.

'There was a significant positive correlation between the
plasma level of HIV RNA and the resting energy126
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expenditure ... (r=0.404, P=0.01 1)'25. Comment: for
n=36 the 95% CI for r is 0.09 to 0.65.

... the degree of reduction in PAI-1 levels correlated
significantly with the degree of increase in D-dimer levels
(r=-0.541 P=0.002)'27. Comment: for this relationship if
n=24 then the 95% CI is -0.18 to -0.78.

'Plasma ascorbate concentration decreased with increasing
age (r=-0.17)' and again '. . . also correlated with the
dietary intake of carotenes (r=0.159)'36. Comment: such
weak correlations are largely meaningless even with large
numbers of cases (n=1605). Some sort of association
between any two biological variables taken from a large
sample may usually be anticipated.

The above authors made more robust claims than their
data supported. The reason for this was the attachment of
undue importance to the probability level and the failure to
calculate confidence intervals and note their wide range.

Other errors

Error 9
Failure to enter, adjacent to a plot or in the legend of the
plot, the number of data points (BMJ=4, Lancet=4,
NEJM=5)15-19,21-23,25-29. This omission obliges the reader
to make a tedious and often uncertain search in the text for
the information or else try to count the number of data
points in the plot.

Error 10

Confusion between correlation and regression (Lancet=1)18:
'To test whether changes in mean HbAIc percentages. ...
were related to changes in mean serum IGF-1 concentra-
tions, we did linear regression analysis on these data .
We found a significant linear relation'18. A plot is displayed
with an irrelevant regression line through the array. A
correlation coefficient is given but no regression equation.
The computation relates to correlation but not regression.
This error is often implied by the use of a regression line in
a plot when regression is not involved (error 3).

Error 1 1

Justifiable use of a scatterplot to demonstrate a relationship
but no details of the correlation coefficient given
(BMJ= 1)17.

Error 12

Failure to state the type of regression line (LSR, MA, RMA)
drawn through an array. The line was always undefined
whether used inappropriately (error 3) or appropriately
(BMJ=1, Lancet=1)22,34 (Figure lb). The LSR line was
probably used in all examples.

Error 13
Failure to draw the hyperbolic confidence interval lines on
either side of the regression line when a regression line has
been appropriately drawn through an array (BMJ=1)34.

Error 14

Parallel confidence interval lines, or one parallel line and
one hyperbolic one, around a regression line (NEJM=1)35.
Comment: CI lines are hyperbolic around a regression line,
reflecting greater uncertainty at the extremes of the
distribution (Figure lb).

Error 15

Comparison of the slopes of two undefined regression lines
by inspection rather than by use of the analysis of covariance
statistic (NEJM= 1)26.

Errors not found in this data set included combining data
from discontinuous arrays and the use of the correlation
coefficient to test the extent of concordance between
original and replicated measurements or two methods of
measuring the same variable. Bland and Altman37 have
emphasized the difference between 'agreement' and
'correlation'. The two are not necessarily the same. An
intraclass coefficient of reliability38 is preferable to the
correlation coefficient in this context.

CONCLUSIONS

Bivariate linear regressions are not often used in medical
research and most of the above problems attach to the use
of correlation coefficients. Some mistakes continually recur.
The first is a puzzling disregard of confidence intervals for
correlation coefficients. With three exceptions the CIs for
correlation coefficients should always be calculated and
entered. The exceptions are very weak or very strong
coefficients and large sample numbers. A plot or its legend,
therefore, should contain details of the four parameters
relating to a correlation coefficient (n, r, CI, P). The second
is the omission, either in the text or in a plot, of the sample
size applying to a particular correlation coefficient. The
relevant number should always be clearly defined. The third
common error is to accept and print a default output from a
statistical program which draws a regression line through a
cloud of points when only correlation is involved. The
fourth is confusion about the difference between correlation
and regression and their correct use. The fifth relates to
outliers. All outliers should be explained and justified and it
is good practice to recompute and record the correlation
coefficient and its CI with the outlier(s) omitted.
Confronted with a plot and a line extended to an outlier,
such as Figure 1 c, the reader should place a thumb over the
outlier39, mentally remove the line and then decide what if
anything is demonstrated by way of a relationship. The sixth 127
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and most important mistake relates to paying undue
attention to a probability level when interpreting a
correlation coefficient. This widespread preoccupation with
probability levels often leads to unwarranted conclusions.

A scatterplot to display visually the relationship between
two variables is reassuring for the reader as it permits a
judgment to be made about linearity, the strength of any
association and the existence of one or more outliers. With
strong relationships a plot is probably unnecessary,
provided that the authors confirm linearity in the text. A
line should never be drawn through an array unless the authors
are using regression either to define the incremental changes
of the dependent variable with changes of the independent
variable or else to fulfil the predictive role defined earlier.
In this case the regression equation should always be shown
in the text, beside the plot or in the legend. The line used
should be defined (LSR, MA or RMA).

The findings of this study suggest that editors and
referees should demand a more disciplined, standardized
and structured approach to the use and presentation of
correlation and linear bivariate regression statistics in
medical research.
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