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Image Correlation Spectroscopy. ll. Optimization for Ultrasensitive
Detection of Preexisting Platelet-Derived Growth Factor-f3 Receptor
Oligomers on Intact Cells

Paul W. Wiseman and Nils O. Petersen
Department of Chemistry, The University of Western Ontario, London, Ontario N6A 5B7, Canada

ABSTRACT Previously we introduced image correlation spectroscopy (ICS) as an imaging analog of fluorescence correla-
tion spectroscopy (FCS). Implementation of ICS with image collection via a standard fluorescence confocal microscope and
computer-based autocorrelation analysis was shown to facilitate measurements of absolute number densities and determi-
nation of changes in aggregation state for fluorescently labeled macromolecules. In the present work we illustrate how to use
ICS to quantify the aggregation state of immunolabeled plasma membrane receptors in an intact cellular milieu, taking into
account background fluorescence. We introduce methods that enable us to completely remove white noise contributions
from autocorrelation measurements for individual images and illustrate how to perform background corrections for autofluo-
rescence and nonspecific fluorescence on cell population means obtained via ICS. The utilization of photon counting confocal
imaging with ICS analysis in combination with the background correction techniques outlined enabled us to achieve very low
detection limits with standard immunolabeling methods on normal, nontransformed human fibroblasts (AG1523) expressing
relatively low numbers of platelet-derived growth factor-B (PDGF-p) receptors. Specifically, we determined that the PDGF-p3
receptors were preaggregated as tetramers on average with a mean surface density of 2.3 clusters wm™?2 after immunola-
beling at 4°C. These measurements, which show preclustering of PDGF-B receptors on the surface of normal human
fibroblasts, contradict a fundamental assumption of the ligand-induced dimerization model for signal transduction and
provide support for an alternative model that posits signal transduction from within preexisting receptor aggregates.

INTRODUCTION

Aggregation of macromolecules within the plasma mem-tional changes after binding of the ligand to monomeric or
brane is believed to play a fundamental role in the regulapreaggregated receptors (Carraway and Cerione, 1991,
tion of various cellular activities, including the immune 1993; Gadella and Jovin, 1995). Considering the perceived
response and signal transduction (Metzger, 1992; Ullrichubiquity of macromolecular oligomerization as a biological
and Schlessinger, 1990). The is ligand-induced dimerizatiogontrol mechanism and the unresolved questions of its
model is widely accepted and is invoked to explain themechanistic role in signal transduction, it is essential to
molecular mechanism of activation and signaling for manyperform experiments that can directly assess the aggregation
cell surface receptors, including the receptor tyrosine kistate of receptors on living or minimally perturbed intact
nases (Lemmon and Schlessinger, 1994; Heldin, 1995). iells. To achieve this goal, it is imperative to develop and
posits that the signaling ligand binds to the extracellulaimplement new experimental techniques that allow com-
domain of dispersed monomeric receptors in the plasmalete characterization of oligomerization phenomena in
membrane, inducing the receptor subunits to dimerize. Theuch systems.

dimerization event is hypothesized to be integral to activa- A variety of experimental techniques have been em-
tion of the receptor and subsequent transduction of th@loyed to study receptor clustering. Electron microscopy
signal inside the cell. However, some researchers hav@EM) has provided high-resolution microscopic evidence of
questioned the experimental evidence supporting thigrotein clustering within the plasma membrane (Van Belzen
model, as many experiments have involved detergent-soliet al., 1988). However, as has been noted previously, EM is
bilized receptors or reconstituted receptors in lipid bilayersjimited by difficulties with temporal resolution and poten-
They have provided data that support alternative modelgally by artefacts introduced by harsh sample preparation
involving signal transduction via conformational or rota- techniques (Petersen et al., 1993; Huang and Thompson,
1996). Moreover, cell viability is compromised under non-
physiological preparation conditions, so measurements can-
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energy transfer (FRET) techniques have provided stronfMATERIALS AND METHODS

evidence of spatial colocalization of receptor macromole-, . .
o . Antibodies

cules on the surface of living cells (Carraway and Cerione,

1991, 1993; Kubitscheck et al., 1991, 1993; Young et al.,The primary antibody, IgG PDGFR-B2, was purchased from the Sigma

1994 Gadella and Jovin 1995) However. ERET does no@:hemica\l Company and had a total protein concentration of 21.6 mg/ml
’ ! ) ’ and an IgG concentration of 0.6 mg/ml (catalog no. P 7679; St. Louis,

yield |nformat|or_1 abO_Ut th.e acufal size of the gggregatesMo)_ The primary antibody was a mouse monoclonal IgG that binds
Fluorescence video imaging microscopy techniques havepecifically to the extracellular portion of human and porcine POEGF-
been successfully used to track the motions of receptoreceptor but does not bind to PDGFreceptors (Ronstrand et al., 1988).
aggregates and simultaneously quantify the distribution O]I’he antibody induces clustering anq a certain degree of down'-regulatlon of
the PDGFB receptors at 37°C, but it does not have a mitogenic effect, nor

Cluster size (GhOSh and Webb, 1994; Morrison et al., 1994)does it block the binding of PDGF-BB to its receptors. The antibody will

These methods are advantageous in that they provide corfrecipitate the receptors from a cell-free suspension. The primary antibody
plete information about the aggregation state in combinatiomas used at various dilutions for labeling of the PDBFeceptors.
with a measurement of receptor motional dynamics. How- A tetramethylrhodamine isothiocyanate-labeled goat anti-mouse poly-

clonal antibody specific for the Fab portion of mouse 1gG was used as the

ever, they are CompUtatlona"y intensive and require Speéecondary antibody for indirect immunofluorescence labeling of the

cialized labeling methods to yield sufficient fluorophore for ppGFg receptors (catalog no. T 6528; Sigma). The TRITC-labeled IgG
imaging purposes. had a stock concentration of 5.8 mg/ml and was diluted by a factor of 1:32
There is a general class of fluorescence microscopy tecHvith phosphate-buffered saline (PBS) for the labeling of all samples.
niques collectively referred to as fluorescence correlation
spectroscopy (FCS) that are uniql_Jer sui_ted for. measurecell culture
ments of macromolecular aggregation (reviewed in Thomp- o ,
son, 1991)_ FCS methods are all characterized by autoco fuman foresklnflbrpblasts (A61523_) were purch_ased from the NIA Aging
. ) . . . ell Culture Repository, Coriell Institute for Medical Research (Camden,
relation analysis of quorescenge intensity fluctuationsy ). The cells are classified as apparently normal nonfetal tissue, fibro-
measured from a small observation volume (or area) thatlast-like, normal diploid human male. The fibroblasts were maintained in
reflect the underlying temporal and/or spatial fluctuations ina humidified incubator at 5% CQOatmosphere and cultured in Eagle’s
concentration of the fluorophore. One of the key advantage®inimum essential medium (MEM) (with Earle’s salts, withawglu-

. ' > tamine) (Gibco Laboratories Life Technologies, Grand Island, NY), sup-
of th? FCS method .'S that. Fhe measured ?'Utocorrelat'oﬁlemented with 10% fetal bovine serum (Gibco), 292 mg/litgtutamine
function reflects and is sensitive to changes in the aggregasigma), 50 1U/ml penicillin (Gibco), and 5@g/ml streptomycin (Gibco).
tion state of the fluorophore (Palmer and Thompson, 1989¢ells were plated onto 18-mm glass coverslips in>8510 mm tissue
Thompson, 1991; Meyer and Schindler, 1988; Peterse ulture flasks (Falcon; Becton Dickinson Labware and Co., Lincoln Park,

. e J) containing MEM growth medium. The fibroblasts were cultured for 2
1986; Petersen et_al" 1993)' Recent_ly' the a_Va”ab'_“ty 0 ays before being used in experiments. Cells were switched to serum-free
FCS methods has increased with the introduction of implegrowth conditions on the second day and raised in serum-free medium for
mentation on confocal laser scanning microscopes (CLSM534 h before experimental labeling. MCDB 104 medium (BioFluids, Rock-
(Petersen et al.. 1993: Koppel et al 1994) and variation%”'e' MD) supplemented with 1 mg/ml bovine serum albumin was used to
. Vi | L |' flection ill o di . provide serum-free growth conditions.
m_VO ving total internal re 'eCtlon llumination and imaging Cell samples were labeled on ice (4°C) for 30 min with primary
with charge-coupled device (CCD) detectors (Wang andntibody at the following concentrations: 300, 120, 30, 6, pgfml. After
Axelrod, 1994; Huang and Thompson, 1996). incubation with the primary label, the samples were rinsed extensively with

In our earlier work we introduced image correlation spec-c0!d PBS. Subsequently, samples were labeled with Ag/m| TRITC-
conjugated secondary antibody for 30 min at 4°C. Samples were rinsed

troscopy (ICS) as a_ novel eXtelleIOH. of the .ear“er SCanNINg;ih cold PBS and then fixed with 4% (w/v) paraformaldehyde in PBS (pH

FCS (s-FCS) technique to the imaging regime (Petersen @ta) for 15 min. After fixation, the cells were rinsed with PBS and mounted

al., 1993). The previous paper dealt with the backgroundn slides for viewing under the microscope. Two types of control samples

theory of ICS and technical details of performing ICS with Were prepared along with the regular cell samples: primary antibody
CLSM d limi It licati control (cells labeled with 12Qwg/ml primary IgG and no secondary

a and gave Some_ preliminary res_u S On applica IOr-(l;\ntibody) and secondary antibody control (cells labeled with 284ml

of the method to detection of changes in the receptor agsecondary antibody and no primary antibody).

gregation state on intact cells. In the current work, we

describe how to push the limits of detection of ICS so as to focal mi

quantitatively measure the aggregation state of receptors o?ion ocal microscopy

the surface of intact cells in culture. In particular, we pro-A Biorad MRC600 CLSM (Biorad Microscience, Hertfordshire, England)

vide details of how to improve detection and Iinearity by with a 60x oil immersion objective lens (numerical aperture 1.4) was

. . . . . . utilized for all measurements. Confocal scanning illumination was pro-
using digital photon counting and describe ways of mini vided by a 25-mW argon ion laser, and the confocal pinhole was set to

mizing and removing background, which is a problem in-pqsition 8 on the instrument's Vernier scale (corresponding to a confocal
herent to fluorescence measurements on cellular systemgnhole of diameter of 4.2 mm) (see Petersen et al., 1993). The GHS filter
Implementation of these technical improvements is therplock for rhodamine imaging \{vas_inserted into the scan box of thg instru-
demonstrated for ultrasensitive detection and characteriz4Rent (éxcitation 514 nm, barrier filter S50 nm). All samples were imaged
. L . . using the photon counting collection mode on the MRC 600 calibrated (via
tion of PDGF# receptor distribution on intact human der- pjack level control) to ensure that at least one quantum event was detected

mal fibroblasts. per pixel per scan. Each image was collected as an accumulation of 25
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individual scans in photon counting mode. All images to be used forCell population means

subsequent ICS analysis were 512 by 512 pixels in size and were collected

at a “zoom factor” of 10, which corresponded to a pixel dimension of Average parameters for each sample and control cell population were
0.0318um in both thex andy directions. For each sample, at least 40 calculated using the white noise background corrected data; however, to
different cells were sampled, and the images were submitted for autocosimplify the notation, the subscript ¢ is dropped in the following equations.
relation analysis. A “white noise” background image was obtained peri-Furthermore, uppercase type is used to symbolize an average value calcu-
odically every 5-10 min by initiating image acquisition with the light path lated from the complete cell population (i.e., from all images collected
to the sample blocked. from a specimen), and lowercase type is reserved for parameters derived
from an individual image (i.e., from a single cell). For each sample, the
(population) mean number of independent fluorescent entities per beam
area (the occupation number) was calculated from the reciprocals of the
individual g(0, O) values:

ICS analysis

The ICS analysis was conducted on the CLSM images obtained from each

of the biological samples in the primary IgG concentration series as well as S

- g _ = _ -1
from the control specimens. For each sample, a seri8snages §~ 40) (N) = S > n, wheren, = g(0, 0) (5)
and a corresponding series of periodically sampled white noise images =1

were collected:
Likewise, the population mean intensity was calculated as follows:

Services of the University of Western Ontario (London, ON, Canada). The
ICS analysis involved calculating a discrete or raw autocorrelation function
(r(¢ m);) from each image, following procedures outlined in our earlier

work (Peter_sen et a!., 1991_3). A Gaussian function was fit to each raWBaCkground correction of cell population means
autocorrelation function, using a three-parameter nonlinear least-squares

fitting procedure: The cell population means for the highest concentration sample (represent-
) ) ing saturation level binding of the primary IgG) were corrected for back-
&+ ground fluorescence by utilizing the cell population means for the second-
r(&, n)i =90, O)J exp{w_z} T Qo (2) ary antibody control. Similarly, the population means of the secondary
! antibody control sample were corrected for autofluorescence background
1993). Fd?y using the cell population averages determined for the primary antibody
control sample. These two fluorescence background corrections provided
estimates of the magnitudes of the cell population parameters arising from
specifically (s) bound fluorophore as well as nonspecifically (ns) bound

Specimen#
. ) 1 18
—  image where! =12,...,S T-s 1) Iy = §2<i>j (6)
— wnimagg, wherej’=1,2,...,T =1
For each specimen, its corresponding serie$ @hages collected from ~ and a parameter called the degree of aggregation (DA) was obtained as a
individual cells is a sampling of the underlying cell population. ratio of population means:
Image correlation analysis was conducted for all of the images with a
VAX 6340 mainframe computer at the Computing and Communications . <|>
(DA) = ) )

where the fitting parameters are printed in bold (Petersen et al.,
each image, a zero lags autocorrelation function amplitude (¢i@, O)
value from the best fit function), best fit beam radiug)( baseline offset
fit parameter ¢;), and the average image pixel intensity);f were ob-
tained and output in ASCII files. Corresponding average pixel intensitiesﬂuorOphore and were performed as follows:

were calculated for each white noise imageg,{;). The data and param- <N>_l<|)2 _ <N>_1<|>2 1

eters obtained from ICS analysis of the images are summarized below: (N = { h h z 2"} 8)

[Dn = (D2F

image — (i), r&m);—90,0);, w, gy

wnimage —  (iw) 3) (19 = Dn =Dz ©)
(N5 — (NHDT
White noise background correction (Np = [y — Dy (10)
2 1°
The zero lags autocorrelation function amplitude values and average in-
tensities for each image were corrected for white noise background by <|ns> = <|>2° - <|>1° (11)
using the average intensity from the appropriate white noise background
image as outlined below: The subscripts 2° and 1° indicate population mean parameters for the
secondary and primary antibody control samples, respectively, and the
g(O, O)j<i>j2 subscript h indicates data obtained for the highest concentration sample
9(0. 0)Cj = (300 ng/ml 1° 1gG). An explanation of the derivation of these equations
{(|>j - <|Wn>j'} (4) and assumptions involved will be deferred until the Theory section. These
data were then substituted into Eq. 7 and used to calculate the mean degree
(i)e; = () — Clwn)yr of aggregation of the specifically and nonspecifically bound fluorophore

for the sampled populations.
where the subscript c indicates parameters corrected for white noise back- All data analysis apart from the calculation of the raw autocorrelation
ground. Images collected from all cell samples, including the primary andfunction and nonlinear least-squares fitting was done using Sigma Plot for
secondary antibody controls, were corrected in this manner, and the whit&/indows version 2.0 (Jandel Scientific, San Rafael, CA). All plots were
noise background corrected zero lags amplitudes and average intensigpnstructed using Sigma Plot for Windows version 2.0 or Stanford Graph-
values were used for all subsequent calculations. ics version 3.0 (Visual Numerics, Torrance, CA).
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THEORY magnitude is the sum of the fluctuations arising from the

. . ) ) ._individual sources of photon counts:
The theoretical basis of ICS was introduced in our earlier P

work (Petersen et al., 1993). In the fo!lowing,_ we recapity—gi(x, y) = SidX, y) + SindX, y) + 8i X, y) + diyn(X,Y)
late and reformulate some of the basic definitions to facil-
itate the introduction of concepts concerning background
effects that are integral to the current work. Thus the mean square intensity fluctuation for a particular
The seminal measurement of ICS is the determination ofmage will be given by the following expression:
fluorescence intensity excited from a small area on the . . . . :
membrane of an immunolabeled cell. The observation area ((81)%) = (8l + Bins + Bl + Blun)?) 17
?s defined by the diffragtion—limit_ed focal spot .of the excit- \yhich simplifies to
ing laser beam, which is swept in raster fashion across the
surface of the cell by the scanning mechanism of the CLSM. ((8i)2) = ((8i9)? + ((8ind? + ((8i)? + ((Siun)?  (18)
At each discrete step in the raster scan, fluorescence photons
are collected by the optical system and detected, and thé& we assume that the mean cross-fluctuation terms in the
resulting counts are rendered into a two-dimensional arragxpansion of Eq. 17 go to zero. This assumption is valid if
of pixel intensities that constitutes the CLSM image. Forthe individual sources of intensity counts are not spatially
each pixel in the image, the fluorescence intensity fluctuacorrelated across the image. This is quite reasonable, as the
tion is defined as cross terms would be nonzero only in an unlikely situation
where the sources of background fluorescence were always
di(x, y) =i(xy) — (i) (12)  spatially coincident with the specifically bound fluorophore.

) ) ) ] ] ) In ICS analysis, the image intensity data are used to

wherei(x, y) is the intensity (photon count) of pixel location ¢aicylate a normalized fluorescence fluctuation autocorre-

X, y and(i) is the mean intensity of the image. _lation function. This normalized intensity fluctuation auto-
For an ideal system of noninteracting fluorescent parti--orejation function is defined as follows:

cles in a system with no fluorescence background, the ratio
of the mean square intensity fluctuation to the square of the (Bi(x, Y)di(x+ & y+ )
mean intensity is equal to the reciprocal of the mean number rém = (iy? (19)
of independent fluorescent particles per beam @ énd
is referred to as the square relative intensity fluctuation: where the angle brackets indicate spatial averaging. This is
) a discrete function of two independent spatial lag variables,
((81)%) _ i 13 and we refer to this function as the raw or discrete autocor-
¥ (n) (13) relation function. The zero lags amplitude of the autocorre-

) . ) lation function is the square relative intensity fluctuation:
For such an ideal system, it would be possible to calculate

the mean occupation number by calculating the square )_((8i)2>_<(8i3)2>+ (892 + ((8i)% + ((Siwn)®

relative fluctuation directly from the_ image intensity data. "%:Y = i - [GD + (0 + (i) + G P

However, for real systems, such a direct calculatiofnpfs

impossible because of the combined effects of various

sources of fluorescence background counts (both real arfdowever, in experimental practice, the zero lags amplitude

spurious). of the autocorrelation function is not directly calculated
Each pixel in the CLSM image has an integer intensitybecause of the significant white noise component. The ICS

value (total photon count), which is the sum of separateanalysis outputs a fit parameter referred to asd{t 0)

contributions from counts due to fluorescence arising fromvalue, which is determined via nonlinear least-squares fit-

specifically bound fluorophore (s), nonspecifically boundting of a Gaussian function to the raw autocorrelation func-

fluorophore (ns), autofluorescence background (a), andon, as explained in Materials and Methods (see Eq. 2). The

white noise counts mainly due to shot noise, dark current 08(0, 0) value is the autocorrelation function amplitude

the PMT, and scattered laser light in the scan box (wn): above background level in the limit as the spatial lag vari-
ables approach zero:

90,0 = Lim r(&mn) — g (21)
It follows that the average intensity of an image can be &m0

broken down into terms representing the average contribu- . . . "
tion of each of these sources of intensity counts: As ther(0, 0.) value receives zero weight in the fltt|ng
procedure, this method effectively removes the contribution

@y =9 + (ind + () + iy (15)  of the mean square fluctuation term due to white noise from
the g(0, 0) value (i.e.{(8i,,,)%>) — 0 by virtue of the fitting
Likewise, by substituting Egs. 14 and 15 into Eq. 12, it isprocedure). However, the autocorrelation function (and
easy to show that each fluorescence intensity fluctuatiomenceg(0, 0)) is still normalized by the average image

i(X, Y) = is(Xv y) + ins(Xa Y) + ia(X1 Y) + iwn(xa Y) (14)
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intensity, which includes a white noise component: (19
(N)pe = @D (26)
(8% {(3i9) + ((8ind?) + (810
90.0 ="z = [io+ Gy + (o + G 2D (819 = [(N)y] X(1)? (27)

The white noise contribution in the denominator of Eq. 1 N€ Secondary antibody control sample (2°) is labeled
22 may be corrected for if we have an estimate of theSClely with the fluorophore-conjugated secondary IgG. The
magnitude of the mean intensity due to white noise countsC€ll PoPulation means for this control contain components
As the mean intensity terms are additive (Eq. 15), the?1Sing from both nonspecific fluorescence and cellular

average intensity for an image may be corrected for th@utofluorescence:
white noise component by subtracting the average intensity D= A+ () (28)
of its paired background image: z "

() [(lhg + (12T
(e = () = (lwn) = (ig) + (ing + (i) (23) (N)z = <(5|)2>2o = <(8|ns)2> + <(5|a)2> (29)

Correcf[ion of.theg(O, 0) value'for .the white noise compo- (8125 = [(N)2] X2 = (81,02 + ((81)2  (30)
nent simply involves normalization of the mean square

fluctuation terms (numerator of Eq. 22) by the white noiseBy using the cell population averages for the 1° 1IgG control
corrected mean intensity (Eq. 23). The mean square fluctuEgs. 25 and 27), it is possible to correct the 2° IgG control
ation terms may be isolated simply by multiplying @, data and calculate estimates of the magnitudes of the cell
0) value by the normalizing factofi)? (see Eq. 22). Thus population means for nonspecific fluorescence:

isolation of the mean square fluctuation terms in the numer-

ator followed by renormalization with the white noise cor- (Ing = (2 = (De (31)
rected mean intensity eliminates the contribution of the n PP 12

white noise component from the denominator of Eq. 22: (@10 = LN HDz = [ND2] 0%

— (81 — (8D 3

10,0, 9000 _ (@) + (@ + (619 e (32)
R 1 ) [N (Y 0 e — (P

(24) Nod = 105109 = (602 — (31 D

Equations 23 and 24 show the componentwise contributions The cell population means for the noncontrol samples
for white noise corrected sample image data. Similar equawill contain terms that derive from specific fluorescence,
tions apply for the secondary and primary antibody controlnonspecific fluorescence, and autofluorescence:

image data that have been corrected for white noise, but

with contributions from the nonspecific and autofluores- (1) =19 + (o9 + (I} (34)
cence terms to the former and only the autofluorescence 0% [AD + (1,0 + ()]
terms to the latter. Background correction methods for white ! (35)

N) = =
spectrum background noise have been previously reported ® (8% (8197 + {(3lng + (31
for FCS studies of ligand binding and kinetics (Icenogle an 2y _ —1/\2 — 2 2 2
Elson, 1983; Thompson and Axelrod, 1983). d<(6|) )= LNIHDT= (@17 + (31 + (317 (36)

In an analogous manner, it would be possible to correctikewise, it is possible to correct the population averages of
for the contributions of the various background terms aristhe regular samples to obtain estimates for the specific
ing from nonspecific fluorescence and autofluorescence ifluorescence terms. This correction is made using the pop-
we had an estimate of the magnitude of each backgroundlation mean parameters determined for the 2° IgG control
component. Unfortunately, we do not have a way to deter{Eqgs. 28 and 30):
mine the contributions of background within each image.

However, we may obtain estimates of the mean magnitude (o =() =Dz 37)

of the background components for a cell population from _ _ e 2 2
measurements on control samples and subsequently perfor%&S)2> = KNI = [Nz X002 = ((81)%) = (@) >E°38)
background corrections on the cell population means of the
regular samples. (12 [{(1) — Dy

The primary antibody control sample (1°) is labeled only (Ng = (61D ~ (3 — (51D, (39)
with the primary monoclonal IgG, and measurements on s 2
this control allow cell population averages for autofluores- As for the correction of white noise background, the
cence background to be estimated: implicit assumption for the background correction of the

cell population means is that the individual mean square
(D= (1D (25)  fluctuation terms and the average intensity terms are addi-
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tive. A similar background correction procedure was em- R
ployed in an earlier work (St-Pierre and Petersen, 1992). \u_ / —

B,
\

RESULTS AND DISCUSSION

For ICS measurements of receptor distributions on intact
cells, it is imperative to use pulse counting for PMT detec-
tion. Utilization of discrete photon counting eliminates mul-
tiplicative noise inherent to analog detection, which can
augment the uncertainty due to fundamental quantal photon
noise by 15-30% (Pawley, 1995). For quantitative imaging
of immunolabeled receptors on the surface of cells, photon . ; .
counting is essential because of the relatively small numbers
of receptors that are expressed in biological systems and the
low photon collection efficiency of commercial confocal
microscopes. Images collected by operating a CLSM in e
pulse counting mode will have an uncertainty in pixel g A
intensity governed solely by Poisson statistics; moreover,
the intensities will scale linearly across the image as long as
the maximum counting rate of the detection system is not »
exceeded. The ICS measurements of the P[BG€eeptors
on AG1523 fibroblasts were carried out on CLSM images
that had been collected using photon counting detection.
The number of photons per scan for the brightest pixels was &
about half the maximum counting rate for the commercial
instrument used in this study, thus ensuring that the assump-= % +
tion of linearity is valid.

In Fig. 1 we present an overview of CLSM images of
immunolabeled PDGIB receptors on AG1523 fibroblasts  F
collected in this ICS experiment. Fig. A displays a low " * %
zoom image of an AG1523 fibroblast in which the distri-
bution of immunolabeled PDGB-receptors across the sur- .
face of the cell may be seen. The arrow in FigA Inarks . .
areas of higher autofluorescence background in the perinu- ' e
clear region. The rectangle superimposed on the image
outlines an area from which a “high zoom” image was . k B
sampled for ICS analysis. This region is rectangular because
the MRC600 CLSM would scan an area comprising %68
512 pixels, although the actual high zoom image renderegiGure 1 Confocal images of immunolabeled PDBReceptors on
on the monitor and saved was a 5%2512 pixels square the surface of human AG1523 fibroblasts, collected using a Biorad
image. The high zoom images used for ICS analysis wer&RC600 CLSM. #) A low zoom (1.5<) CLSM image of an AG1523
always sampled from such peripheral membrane areas diproblast, showing the surface distribution of indirectly immunolabeled

th I to avoid th reater tofluor n b EDGF{B receptors. The image was collected in photon-counting mode as
€ cells so as 1o avo € greater autoliuorescence aCan accumulation of 18 scans using rhodamine optics. The look-up table for

ground that characterized. the regipns iln the ViCin_ity of thewis image was inverted to allow fainter objects to be more readily dis-
nucleus. Care was exercised during high zoom image aerned (inverted grayscale white 0; black = 255). The arrow points to
quisition to ensure that only regions of the cell surface werebrighter regions of autofluorescence in the perinuclear area. The rectangu-
imaged so as to avoid edge and boundary effects that Wou|lar box marks off an area from which a high zoom image has been sampled

. . . for ICS analysis. The scale bar representuib (B) A high zoom (10<)
perturb the calculated autocorrelation function. FigB1 CLSM image of an area of plasma membrane sampled from an AG1523

5h0W§ a typical high zoom image that was .COHeCtEd in thiSiproblast, showing the surface distribution of indirectly immunolabeled
experiment. The surface distribution of immunolabeledPDGFB receptors at higher resolution. The image was collected in photon-

PDGF3 receptors is more readily appreciated in this highercounting mode as an accumulation of 25 scans, using rhodamine optics
resolution image, and a wide range in the ﬂuorescencéom the sample labeled with 1209/ml 1° 1gG. The look-up table for this

intensity as a function of position is evident from visual image was inverted to allow fainter fluorescence spots to be more readily
y P discerned (inverted grayscale white O; black = 255). This image is a

inspection. The high zoom CLSM image shown in Fid3 1 ypical cell sampled image and was analyzed using ICS. The scale bar
and its paired background image represent the starting poimkpicts a length of um.

in the ICS analysis.
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FIGURE 2 Plots of pixel intensity versus pixel number for high zoom

sample image and its paired background image, along with a secondal

antibody control image A) A plot of pixel intensity (photon count) versus

Fig. 2 depicts plots of the intensity as a function of pixel
position for the sample image presented in Fid® (Fig. 2
A), for a secondary antibody control image (FigBR and
for the background image (Fig. @), which was measured
after collection of the high zoom sample image in Fid3.1
In Fig. 2 A the Gaussian peaks rising out of the background
noise level represent a convolution of the integrating laser
beam with fluorescent, spatially localized point sources.
The secondary antibody control intensity plot shown in Fig.
2 B also exhibits peaks of Gaussian shape, but of reduced
intensity as compared to those in FigA2The levels of the
background counts are of comparable magnitude for both
images. The plot of intensity versus pixel position for the
background image (Fig. €) shows that this uniform back-
ground noise level corresponds mainly to spurious counts
arising within the PMT.

Fig. 3 provides confirmation that the background image
contains only white spectrum noise. FigA3displays the
raw normalized intensity fluctuation autocorrelation func-
tion (r(¢, m)) calculated from the sample image in FigB1
and Fig. 3B shows the equivalent discrete autocorrelation
function determined from the secondary antibody control
image (Fig. 2B). The Gaussian decay of the autocorrelation
function, which mirrors that of the transverse intensity pro-
file of the integrating and correlating laser beam, is readily
apparent in both, as is the white noise delta function in the
zero lags channel (0, 0)). The corresponding autocorrela-
tion function for the background image (Fig.@ is pre-
sented in Fig. 3. The solitary delta function in Fig. &
proves that the fluctuations in the uniform background level
have a white noise spectrum (i.e., they are random and do
not correlate at nonzero spatial lags).

Fig. 4 redisplays the normalized autocorrelation functions
for the sample image (Fig. A) and the secondary antibody
control image (Fig. 8), but with the Gaussian function of
best fit displayed in the near quadrant. The fit function only
reflects the contributions from beam correlated fluctuations
at nonzero spatial lags and is not influenced by the white
noise present in the zero lags channel of the raw autocor-
relation function. Fig. 4 illustrates that tigfO, 0) deter-
mined from the best fit to the raw autocorrelation function
does not include a white noise mean square fluctuation
component (see Eq. 22 and compare Figs. 3 and 4).

However, theg(0, 0) value is determined from the nor-
malized autocorrelation function, and the normalization fac-
tor ((i)?) also includes a white noise component (see The-
ory). As the average intensity is a necessary normalization
factor in all forms of FCS, earlier studies that employed
FCS to measure ligand binding kinetics also discussed sim-
ilar corrections for white noise (Icenogle and Elson, 1983;
r;hompson and Axelrod, 1983). In the present study, the

image pixel location obtained from the high zoom sample image depicted

in Fig. 1 B. (B) Analogous plot for a secondary antibody control image
recorded in this experimentC) The corresponding plot of photon count

rest of the microscope settings the same as for its paired sample image. To

versus pixel number for the paired background image obtained immedifacilitate easier three-dimensional representation and graphing, the inten-

ately after collection of the image shown in Fig.BL The background

sities plotted in both figures were sampled at one-fourth resolution in both

image was sampled with the light path to the sample blocked, but with theorthogonal linear dimensions from the original images.
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FIGURE 3 Autocorrelation functions for high zoom sample image and
its paired background image, as well as for the secondary antibody contre}
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FIGURE 4 Autocorrelation functions with functions of best fit for high
zoom sample image and the secondary antibody control imAy@Igt of

the discrete or raw autocorrelation function and Gaussian function of best
fit as functions of spatial lags for the high zoom image from Fig. 1B)
Corresponding autocorrelation function and Gaussian function of best fit
for the secondary antibody control image that was intensity profiled in Fig.
2 B. Both autocorrelation plots depict the central 228128 lag channels

at full resolution. The fit function data are presented in the foreground
(positive lags) quadrant, and the raw autocorrelation data are plotted in the
other three quadrants for both plots.

immunolabeled biological samples have characteristically
low levels of fluorescence signal, making it essential to
correct the systematic errors arising from white noise con-
tributions in the normalization factor. For the image pre-
sented in Fig. 1B, the g(0, 0) calculated directly without

white noise correction (Eq. 22) is 0.0376, whereas the white

image. Q) Plot of the discrete or raw autocorrelation function as a function from the background image that was intensity profiled in Fig. 2ll three
of spatial lags (pixel shifts) in the two orthogonal image dimensions, asautocorrelation plots depict the central 128128 lag channels at full

calculated from the high zoom image presented in Fig. B) Plot of the

resolution. Note that a truncated range of the autocorrelation amplitude axis

corresponding raw autocorrelation function as a function of independentvas used irB to emphasize the Gaussian decay of the nonzero spatial lags
spatial lags, as calculated from the secondary antibody control image thatata. Consequently, the full amplitude of the white noise peak in the zero

was intensity profiled in Fig. B. (C) Plot of the discrete or raw autocor-

lags channel of the autocorrelation function is not display€d, 0) =

relation function as a function of independent spatial lags, as calculate®.0069).
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noise correctedy(0, 0). (Eq. 24) is 1.38. By performing To provide an estimate of the uncertainty of the first term
background imaging concurrently with the sample imagingin Eq. 40, we considered the fundamental definition of the
and performing the simple correction, we are able to comfaw or discrete autocorrelation function evaluated at zero
pletely remove the effects of white noise from the ICSspatial lagsr(0, 0); see Eq. 20). The amplitude is a function
results on an image-by-image basis. of the image intensities of the pixels composing the image.
An analogous correction can be made by subtracting th&/e assumed that the individual photon counts were gov-
average background count from every pixel in an imageerned by Poisson statistics, so that the standard deviation of
before calculation of the normalized autocorrelation func-each intensity was equal to the square root of the photon
tion (Wiseman, 1995). However, the postcorrelation correceount for that pixel. Using this assumption and employing
tion method illustrated above is easy to implement within astandard propagation of errors analysis, we derived the
spreadsheet program on a PC and reduces the number following equation for the variance in the zero lags ampli-
calculations required for ICS analysis on the mainframetude value:
Moreover, it is slightly more accurate, as it involves real s _2
arithmetic as opposed to an integer correction of the photon 2 = 4{<'><' ) — (i >} (41)
counts in the original image (Wiseman, 1995). OO TN ()

In this study, we averaged tig0, O) ! values to calcu- 5 . . . .
. . . hereN< is the total number of pixels in a square image,
late cell population mean occupation numbers instead o o .
and the angle brackets indicate averages calculated to yield

averaging the individuag(0, 0} values (Eq. ©). This ap- the appropriate moments of the intensity variable. The zero

proach was predicated on basic considerations of unce‘é s amplitude includes a white noise component, which is
tainty in the determination of the individug(O, 0) values g P n ’

as compared to the uncertainty or distribution in the rece toindicated by the italic subscrip(0, 0) in Eq. 41. However,
b y . P {he white noise fluctuations are spatially independent of the
occupation numbers observed for the cell populations. Th

S . %_eam correlated fluorescence fluctuations. In this case the
uncertainty in the experimental data stems from two sources: . i o .
. : . . - WO variances are additive, and it is possible to subtract the
instrumental uncertainty and biological variability. The

: . ._._variance inr(0, 0) calculated via Eq. 41 for the white noise
former is a fundamental measurement uncertainty arisin

from quantal limits in the collection and detection of pho_%ackground image from that of the raw image to yield a

tons by the optics of the CLSM and from the stochasticr(.)Ugh estimate of the uncertainty (0, 0) as determined

nature of the ICS measurement. On the other hand, thé'd the fitting procedure:
biological variability arises from variations in the number of 0o g — g2 )
receptors expressed on the surface of different cells in the 100 Tre0 - Tro.0bgimage
population. This uncertainty is characteristic of the systemWe used Eq. 41 to calculate the variancer(f, 0) for a
being studied but is not inherent to the actual ICS measureaumber of images and their corresponding white noise
ment. At the fundamental level of an ICS measurement, thdackground images and then employed Eq. 42 to provide an
biological variation will be manifested as differences in theestimate of the uncertainty ir(0, 0) independent of white
number of receptors present on the membrane in the obsenoise. Table 1 summarizes the results of this calculation for
vation area defined by the focussed laser beam. a series of five images and their corresponding background
image taken from the data set collected for the 12@ml
primary IgG sample. Table 1 shows that the relative uncer-
tainty in the determination af0, 0) ranges between 0.5 and
The g(0, 0) value is an estimate of the true autocorrelationl% for these images. This was the typical range in the
function amplitude above background as calculated frontincertainty ofr(0, 0) observed for images in this experiment.
correlated fluctuations in the image. As can be seen in Eq. Inthe absence of image artifacts such as edge effects, the
21, theg(0, 0) value is determined as the difference betweertincertainty in determining the offset parameggrshould

two parameters from the function of best fit. The variance inreflect the uncertainty in defining this level against a back-
ag(0, 0) value will consequently be equal to the sum of theground noise level of correlations at large spatial lags (i.e.,

(42)

Instrumental uncertainties in ICS measurements

variances of the two terms in Eq. 21: spatial lags greater than the spatial extent of beam-corre-
lated fluorescence fluctuations). This background arises be-
0§<o, 0= 03(0, ot 0“5 (40)  cause of the stochastic nature of the correlation measure-

TABLE 1 Uncertainty in the estimate of r(0, 0)

Image r(0, 0) 0%(0, 0) Uﬁg image* 0'3(0. 0) (0, 0) Ty, 0fr(0, 0)
1 1.46x 1072 1.22%x 1078 3.2x107° 9.0x 107° 9.5x 107° 6.0x 1072
2 1.84%x 102 1.32x 1078 3.2x10° 9.9x10° 1.0x10% 54x 103
3 7.69%x 1073 7.8%x10°° 3.2x10° 4.6% 10°° 6.8x 10°° 8.7x10°°
4 8.57x 1073 7.9x10°° 3.2x107° 4.6%x107° 6.8x 10°° 7.4x10°°
5 6.04x 1073 7.0x10° 3.2x10° 3.8x10° 6.1x10°° 1.0x 102

*Note that the same white noise background image was used for this series of images.
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ment and the practical limitation imposed by finite samplingpopulation mean occupation numbéXy; see Eq. 5), along
(Koppel, 1974; Qian, 1990). The stochastic uncertainty iswith the variance and standard deviation for the cellular
inversely proportional to the square root of the number ofdistribution. For the 300 and 12@g/ml primary IgG sam-
independent spatial intensity fluctuations that are samplegles, the relative errors faiN) were 31 and 43%, respec-

in the ICS measurement. In this experiment, the image aretvely. For comparison, thg(0, 0) values were also aver-
was 265um? and the beam area was 0.%0n?, which  aged across the cell population for each of the samples, and
corresponds to 530 independent samples across an imadbke relative error was determined for each. For the 300 and
Thus the relative uncertainty in the determination of thel20ug/ml primary IgG samples, the relative errors {gf0,
amplitude of the correlation function above stochastic back®)) were 35 and 45%, respectively. Thus the biological

ground correlations is variation is roughly an order of magnitude greater than the
1 instrumental uncertainty for the ICS measurements of im-
(o
=~ _-0043 43) Mmunolabeled PDGIB receptors on the surface of human
r0,0 530 43) fibroblasts.

where ¢ is the standard deviation due to the stochastic As the. biological Va”ab"'ty was S|gn|f|car1tly greater
effects. than the instrumental uncertainty, we determined cell pop-

We used Eq. 43 to determine the stochastic variance foulatlon averages from the individual occupation numbers

— —1 i i
each of the five images previously cited in Table 1. Addition(()?i t;eglgg}j?rl |)n ngz t?okregi;rt]rti(zni(i:gr?:?/\simﬁ ?{,Zagg i;uzre?
of the variance in the determination g, 0) (Table 1) to ying P

that of the stochastic variance due to correlative backgrounggzorggrigfzﬁglearg:& i\:1vfhzec%:ﬁ:i;?iézeomﬁghczlrpageLllg-
yields the overall variance for the determination of gge, fion averages y Pop

0) value (Eg. 40). Table 2 summarizes these results for the An analoous anproach showed that the relative error was
five images and provides an indication of the overall uncer‘between Og and 8p5(y for individual white noise corrected
tainty in the estimation of thg(0, 0) values from images of : 270

. . " . a0
PDGF receptors collected in this experiment. Table ,mean image intensities, whereas a relative error of 20—-30%

demonstrates that the relative errorgi®, 0) due to instru- was observed for the cell population distributi.on of this
mental uncertainty is around 4.5% for this ICS experiment.parameter (data not shown). Consequently, the instrumental

Qian points out that the signal-to-noise ratio (S/N) foruncertginty was also neglected in 'the calculation of the
FCS-type measurements will depend on the square root gpean intensity for each cell population.
the product of the number of fluorescent particles in the
beam area and the number of fluctuations (data points .
sampled when the mean photon count per particle is muc#e" population means
greater than unity and when there are few particles in thehe cell population averages for the concentration depen-
beam area on average (Qian, 1990). As the S/N is theence experiment, as calculated from white noise corrected
reciprocal of the relative error (0, 0), it is possible to image data, are presented in Fig. 5. In this figure, the
compare our determination of the instrumental uncertaintyyopulation means were not corrected for background fluo-
to that based on Qian’s theoretical approach. In the experrescence, so as to allow a direct comparison between the
iments reported in this work, typically one PD@Frecep-  data obtained for the regular samples and that obtained for
tor cluster was detected per beam area, and there wefgimary and secondary antibody control samples. A cursory
around 530 independent fluctuation areas sampled for eagtkamination of the plots in Fig. 5 reveals that the data
image. Using Qian’s approach, we obtain a relative error ofollow similar trends: an increase in the value of the depen-
~4.3% for these experiments, which compares favorablylent variable for intermediate concentrations of the primary
with our estimate. label, which eventually plateaus at high concentrations.
The mean population intensity is plotted as a function of
primary label concentration in Fig.A As has been pointed
out previously, the mean intensity is directly proportional to
To determine the spread in the data arising from cell-to-celthe total number of fluorophore molecules present on aver-
variations in receptor expression, we determined the celhge in the beam area (Petersen, 1986). The mean intensity

Biological variability

TABLE 2 Uncertainty in the estimate of g(0, 0)

Image g(0, 0) 050, 0) 0400, 0) T4, 0f9(0, 0) Rel. error (%)
1 1.46%X 102 4,7x 1077 6.9x 104 47x 102 4.7
2 1.84x 102 6.5%X 10 7 8.1x10* 4.4% 10?2 4.4
3 7.7x 1073 1.2x 1077 3.4x10% 45x 102 4.5
4 8.6x 1073 1.6x 1077 4.0x 104 47x 102 4.7
5 6.0x 103 75%x10°® 2.7x 1074 45x% 10?2 45
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8 occupation numbers seen for the control sampéegidre
3 andtriangular data symbol# Fig. 5B for the primary and
6 - 3 secondary 1gG controls, respectively) reflect the small rel-
<I> ative fluctuations in the background fluorescence. The small
4 relative fluctuations of the background are manifested in the
autocorrelation analysis as a large number of low-intensity
5 IEI particles resulting in largeN) (and low intensities) for the
control samples. The @g/ml sample also shows a high
o A occupation number, which demonstrates that few receptor
' ' ' subunits (and hence receptor clusters) are labeled at this low
25 concentration, and we mainly see background levels. How-
20 I ever, at higher concentrations of the primary label, we begin
15 3 to detect the underlying receptor population as the subunits
045 within the clusters become specifically labeled, making the
<N> aggregates bright relative to the background. A similar
3 7 5 “binding” type curve with a plateau is seen for ti)
2 1 L3 parameter at intermediate and high concentrations of the
14 % primary label, which provides evidence that we are detect-
01 | | B ing all receptor aggregates at the cell surface as their com-
ponent subunits become saturated with antibody label.
4 .
In Fig. 5C we present a plot of a parameter referred to as
the “degree of aggregation.” In an earlier work, one of the
8] ) 3 authors demonstrated that the product of the autocorrelation
<DA> function amplitude and the average intensity was a function
21§ of the mean and variance of the distribution of aggregate
size and did not depend on the total number of subunits in
14 the observation volume (Petersen, 1986). The degree of
aggregation that we present is essentially the same param-
o LsF , | IC eter, but calculated for the cell population. As such, this
0 100 200 300 parameter reflects the aggregation state of the detected
[PDGFRB2 IgG] (ng/mL) fluorophore molecules and increases concomitantly with

greater clustering of the fluorophore. As for the mean in-
FIGURE 5 Cell population mean results for the concentration depen-tensity and occupation number, the average degree of ag-
dence ICS measurements of PDBFFeceptors on AG1523 fibroblast®)(  gregation also increases as a function of concentration of the
Cell population mean intensity plotted as a function of concentration of the™ . label til it h turati | | at high
primary antibody label.B) A plot of cell population mean occupation p”mgry abel unt . It reaches a saturation leve a 'g,
number as a function of primary antibody labeling concentrati@). ( |@beling concentrations. These data are also compatible with
Population mean degree of aggregation plotted as a function of the labelinthe previously discussed model of labeling and detection of
concentration of the primary PDGFB2 monoclonal antibody. The primarygreater numbers of receptor subunits within clusters until a
IgG control sample mean is represented by the square symbol, and thaeaturation level is reached. A close examination of Fi@ 5

secondary IgG control sample average is depicted by the triangular symbol . L .
in all three plots. The primary IgG control mean is plotted with a value of reveals that there is a significant difference between the

~10 for the abscissa in each figure, simply to facilitate easy visualdegree of aggregation of the secondary antibody control
comparison with the other data. All parameters were calculated from whitsample {riangular symbol and the high concentration sam-
noise corrected ICS image data. The error bars represent the SEM. ples. Although these data have not been corrected for fluo-
rescence background, this large difference in the degree of
aggregation strongly suggests that there is a difference in
increases concomitantly with the concentration of the pri-aggregation state between the nonspecifically bound fluoro-
mary monoclonal 1IgG because more of the available celphore detected in the control sample and the mainly specif-
surface PDGRH3 receptor subunits become labeled, andically bound fluorophore detected in the high-concentration
hence detectable. The plateau in mean intensity at higkamples. These data imply that the underlying PO&F-
concentrations indicates a saturation level of cell surfaceeceptors, which are labeled by the fluorophore-conjugated
receptor subunits, i.e., we have labeled and rendered deteetntibody molecules (indirectly via the monoclonal IgG in-
able the cell surface receptor population. termediary), are preaggregated on the surface of human
Fig. 5B presents the population mean occupation numbeAG1523 fibroblasts.
as a function of primary antibody concentration. Whereas The cell population means for the 3p@/ml sample and
the intensity reflects the total number of labeled subunitsthe 2° IgG control sample were corrected for fluorescence
(N) depends on the average number of spatially independefiackground in the manner outlined in Materials and Meth-
labeled receptor clusters per beam area. The very high meas and explained in the Theory section. Fluorescence back-
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ground correction of the 30@g/ml sample data using the 2° the cell population mean parameters may be formulated in
IgG control data provides estimates of population means fothe following ways:
the specifically bound fluorophore at saturation binding

levels. Likewise, autofluorescence background correction of (1) =c(Ny (44)
the 2° IgG control means via the 1° IgG control data yields

estimates of the population means for the nonspecifically (N = (NQ{ r } (45)
bound fluorophore. Table 3 presents the background-cor- ¢ p? + o?

rected cell population means estimated for the specifically
bound fluorophore at saturation level and for the nonspe-
cifically bound fluorophore. The uncertainties are reported
as standard errors of the mean (SEMs) and were derived via
propagation of errors analysis of each background corredvhere(Ny is the mean number of independent fluorescent
tion calculation. A comparison of the mean degrees ofsubunits (i.e., fluorophore-conjugated 2° 1gG molecules)
aggregation for the specifically and nonspecifically boundper beam aregy is the mean number of fluorescent subunits
fluorophores in Table 3 shows that the former is just overPer aggregateg” is the variance of the aggregate size
eight times the value of the latter. These background-cordistribution, andc’ is an optical constant that depends on
rected results provide direct evidence that the POBSF- incident illumination intensity and the spectroscopic prop-
receptors are preclustered, as the specific fluorophore igrties of the fluorophore and optical system. As the number
more highly aggregated than the nonspecific fluorophore. of PDGF8 subunits per aggregate was quite small for this
In this experiment, the 2° IgG was an Fab-specific goasystem, and the subunit distribution is a discrete function,
anti-mouse antibody. If we assume that two 2° IgG mole-we made the assumption that the number of POB=Stb-
cules bind to the two Fab portions of each 1° mouse monotinits per aggregate, as well as the directly proportional
clonal antibody, we arrive at an estimate of two fluoro- distribution of 2° IgG per aggregate, obeys Poisson statis-
phore-conjugated antibodies per PD@F-receptor tics. In this case, the variance of the distribution equals the
(assuming that one monoclonal IgG binds per receptor)mean, and Eq. 45 and 46 may be simplified. Furthermore,
Furthermore, if we assume that most of the nonspecifidhe (DA) for the nonspecific fluorophore provides an esti-
fluorescence is due to individual 2° IgG molecules bindingmate of the optical constant if our assumption of unitary
nonspecifically at the cell surface, we can estimate that th®inding of most of the nonspecific fluorophore (with neg-
PDGF$ are preaggregated as tetramers under these expéigible variance) is valid (see Eq. 46). Using this valuedor
imental conditions. This assumption is based on the expe@nd Eq. 44, it is possible to estimate the mean number of
tation that the binding specificity of the polyclonal 2° anti- subunits per beam are@\p). The mean number of subunits
bodies will be less than that of the monoclonal 1° IgG usedP€er aggregateu) can be determined from Eq. 45 or 46, and
in this study. We note that analogous results were obtainethe true receptor cluster occupation number is the ratio
for an independent concentration dependence ICS expedNy/u. Table 4 summarizes these results for specifically
ment using an Fc-specific FITC-conjugated 2° IgG (Wise-and nonspecifically bound fluorophores as well as the cor-
man, 1995). An analysis of the background-corrected datgesponding values for the PDGF+eceptors to which the 2°
from the separate FITC experiment showed that thddG molecules were indirectly bound. The reported uncer-
PDGF{ receptors were preaggregated as trimers or tetranfainties are SEM determined via propagation of errors anal-
ers on average under identical experimental conditions. Thisis of the calculations for the derived quantities. The mean
interpretation of these independent results was predicategluster density(p.), is also presented in Table 4. Calcula-
on the assumption thane Fc-specifi@° IgG bound per 1°  tion of {p,) simply involves converting the true occupation
monoclonal antibody (i.e., one per receptor subunit) in théumber to an aggregate density per unit area by using the

FITC experiment. reciprocal beam area as a conversion factor (igwf?] %,

We examine the other population parameters presented Mihere (w) is the meane™ beam radius determined by
Table 3 on the basis of the theoretical framework introduced
by Petersen for interpretation of autocorrelation results for a

system with a distribution of aggregates of various sizes g, g 4 Summary of results for AG1523 fibroblasts
(Petersen, 1986). Following this earlier theoretical model;

2

(DA) = c’{M :: 02} (46)

{pe)

(Ng) I (Ng/p (wm=2)
Nonspecific 1.7+0.6 1+ 0* 1.7+0.6 3.3+12
TABLE 3 Fluorescence background-corrected cell 2°1gG
population means Specific 2° 9.2+41 7.8+ 3.9 1.2+ 0.8 23+ 15
19G
2°1 | N DA

96 o N (oA PDGF3 46+2.0 3.9+ 2.0 1.2+ 0.8 23+ 15
Specific 4.4+ 0.3 1.1+0.1 42+ 04 receptors
Nonspecific 0.8-0.2 1.7+ 0.6 0.5+ 0.2

Uncertainties are SEM.
Uncertainties are SEM. *By assumption.
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averaging the best fit beam radii from the 300 and 120accurate and do represent quantification of the actual
pg/ml samples). PDGF receptor distributions on the surface of the
The data presented in Table 4 demonstrate that th&G1523 fibroblasts.
PDGF receptors are found to be preclustered as tetramers These results provoke questions about the nature of the
with an average of 2.3 aggregates 2 on the surface of PDGF{ receptor aggregates, as the ICS experiments re-
AG1523 fibroblasts immunolabeled at 4°C. The wide vari-ported do not provide information about the underlying
ation in the fluorescent spot intensities observed within thenembrane domain or mechanism governing the clustering.
images (see Fig. B) strongly suggests that there is a There are several possible explanations for the nature of the
distribution of aggregate size on the surface of the fibro-aggregates. The receptors may be preaggregated in clathrin-
blasts. As first-order autocorrelation analysis was used ioated pits in association with the adaptor protein AP-2. It
this study, the ICS results presented represent the meahould be noted that the PD@+eceptors are down-
aggregation state for this cellular distribution of PDBF- regulated after growth factor ligand binding via the coated-
cluster size. If we consider both the relatively small averaggit-mediated endocytotic pathway (Rosenfeld et al., 1984).
aggregate size measured (tetramer) and the wide dispersiéfowever, the small size of the receptor clusters detected
in the spot intensities observed, it is probable that the lesmitigates against this possibility, as higher levels of aggre-
intense spots in the images may be attributed to actuajation are generally observed for receptors clustered in
PDGF monomeric subunits on the cell surface (or in somecoated pits. Moreover, when the fibroblast samples were
cases nonspecifically bound fluorophore). Detection andvarmed to 37°C after labeling, significantly higher levels of
quantification of receptor distributions approaching the mo-aggregation were detected via ICS (Wiseman, 1995). As the
nomeric level on normal cells represent a significant expermonoclonal antibody used in this study has been shown to
imental achievement and test of the ICS technique. induce down-regulation of the receptors at 37°C, the in-
An implicit assumption in these experiments is that thecrease in aggregation detected is consistent with a recruit-
primary and secondary antibodies do not cause clustering ahent of the smaller clusters into larger aggregates in coated
the PDGFB receptors at 4°C. This assumption is supportedpit regions of the membrane.
by our earlier ICS time series measurements on PIBGF- A second possibility is that the PDGF receptors are
receptor distributions on the surface of living AG1523 fi- preaggregated in caveolae within the membrane. A recent
broblasts (Wiseman et al., 1997). In this study, no change istudy introduced evidence which suggested that caveolae
the aggregation state of receptors labeled with primary andiere the loci of PDGF-initiated signal transduction and
secondary antibodies was detected as a function of time fawere the primary location of the majority of PDGF recep-
cells maintained at 4°C. However, rapid clustering of thetors in the membrane (Liu et al., 1996).
receptors was measured once the cells were warmed to It is also possible that interactions between the cytoplas-
37°C. In light of the earlier results, we believe that ourmic domain of the PDGIB receptors and the underlying
current study provides strong evidence for the existence afnembrane-associated cytoskeleton may be responsible for
preformed tetramers. maintaining the receptors in an aggregated state. There has
By measuring the mean surface area of the AG1523 cellbeen a recent accumulation of evidence showing that cell
and using the data derived from ICS measurements, it isurface receptors and other integral membrane proteins are
possible to obtain an estimate of the total number ofconfined in membrane domains demarcated by the under-
PDGF# receptors on the surface of the fibroblasts. Tolying cytoskeleton (Kusumi et al., 1993; Sako and Kusumi,
facilitate this, we performed surface area measurements at994; Kusumi and Sako, 1996). Such interactions may also
immunolabeled AG1523 fibroblasts from two separate samplay a role in regulating the aggregation state of receptors
ples, using the Biorad MRC600 CLSM, and obtained afor growth factors like PDGF.
mean projected surface area of 540600 um? (SEM,N = The demonstration that PDGF+eceptors are preaggre-
45 cells). Optical sectioning experiments using the CLSMgated on the surface of human dermal fibroblasts is a
indicated that the ICS measurements were detecting labelegignificant biological result, as it contradicts one of the basic
receptors on the upper membrane of the cell but not théenets of the ligand-induced dimerization model. A funda-
receptors on the bottom membrane, which were believed tmental assumption of this model is that receptor dimeriza-
be inaccessible to the antibody molecules used for labelingon (or oligomerization) occurs only after binding of
(Wiseman, 1995). Thus, for cells with an average totalgrowth factor ligand to uniformly dispersed receptor mono-
surface area (top and bottom) of 10,8087 which express mers. The data presented here complement our earlier study
an average of 2.3 tetramers per unit area of membrane, wavolving ICS measurements on living AG1523 fibroblasts
estimate~100,000 surface PDGPB-receptor subunits. An at 4°C and 37°C (Wiseman et al., 1997). In the earlier work,
earlier competitive binding study of PDGF receptor expres-we obtained qualitative evidence that the PD@Feceptors
sion in various cell types reported an average expressiowere preaggregated on the surface of AG1523 fibroblasts,
level of 150,000 PDGHB subunits for the AG1523 fibro- but were unable to quantify the aggregation state as we have
blast cell line, which compares favorably with our ICS in the present work. We also demonstrated that treatment of
measurements (Seifert et al., 1989). This comparison sudhe cells with the growth factor ligand PDGF-BB caused no
gests that the ICS measurements presented in this work adetectable change in the aggregation state of the receptors at
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both temperatures (Wiseman et al., 1997). One interpretat989; Qian and Elson, 1990). However, as shown in the

tion of this observation is that treatment with growth factorpresent work, careful implementation of the ICS method

has no effect on the aggregation state of receptors that aslows characterization of receptor oligomerization in native

already clustered. The results presented in the current workell membranes. As such, this work represents a significant

demonstrate that the receptors are indeed preaggregated aarttd seminal application of the ICS technique to cell surface

that an average cluster contains f@subunits. aggregation measurements.

The ICS results presented raise questions about the va-

lidity of the widely accepted ligand-induced dimerization

model and provide support for an alternative model involv-The authors thank C. M. Brown (University of Western Ontario) and Dr. A.

ing signal transduction by a ligand-induced conformationaI_K“S“mi (Nagoya University) for heI_pfuI and challenging _discus_sions dur-

Change in preaggregated PD@Freceptors (the various ing the course ofdevelqpment of this study and maquscnpt. This wc_)rkwgs
. . . . supported by an operating grant from the Natural Sciences and Engineering

models are discussed in Williams, 1989). As was noted ifkesearch Council, Canada (NOP). PWW received financial support via an

the Introduction, much of the evidence supporting theNsERC Postgraduate Fellowship during the course of this work.
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