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Global Analysis of Fluorescence Lifetime Imaging Microscopy Data

Peter J. Verveer, Anthony Squire, and Philippe I. H. Bastiaens
Cell Biophysics Laboratory, Imperial Cancer Research Fund, London WC2A 3PX, England

ABSTRACT Gilobal analysis techniques are described for frequency domain fluorescence lifetime imaging microscopy
(FLIM) data. These algorithms exploit the prior knowledge that only a limited number of fluorescent molecule species whose
lifetimes do not vary spatially are present in the sample. Two approaches to implementing the lifetime invariance constraint
are described. In the lifetime invariant fit method, each image in the lifetime image sequence is spatially averaged to obtain
an improved signal-to-noise ratio. The lifetime estimations from these averaged data are used to recover the fractional
contribution to the steady-state fluorescence on a pixel-by-pixel basis for each species. The second, superior, approach uses
a global analysis technique that simultaneously fits the fractional contributions in all pixels and the spatially invariant lifetimes.
In frequency domain FLIM the maximum number of lifetimes that can be fit with the global analysis method is twice the
number of lifetimes that can be fit with conventional approaches. As a result, it is possible to discern two lifetimes with a
single-frequency FLIM setup. The algorithms were tested on simulated data and then applied to separate the cellular
distributions of coexpressed green fluorescent proteins in living cells.

INTRODUCTION

Fluorescence lifetime imaging microscopy (FLIM) allows decay that is not described accurately by a single exponen-
the lifetimes of one or more fluorophores to be spatiallytial. In such cases, a single lifetime estimation is only a
resolved and can be used to provide information about theemiquantitative measurement of the decay kinetics of the
state of the fluorescent species and their immediate molegample. Instead, the lifetimes and populations of each spe-
ular environment. The fluorescence lifetime is sensitive tocies should be resolved. For time domain measurements,
environmental conditions such as pH, and excited statéhis can be achieved by sampling the response to a light
reactions such as fluorescence resonance energy transfaslse and fitting a multiexponential function to the mea-
(FRET) or collisional quenching, properties that have beesurements. This approach was implemented in a microscope
exploited for resolving physiological parameters in the cellpy Scully et al. (1996, 1997). In the frequency domain, the
(Lakowicz et al., 1992, 1994; Gadella et al., 1993, 1999phase shifts and modulations must be recorded at multiple
Gadella and Jovin, 1995; Sanders et al., 1995; Szmancinskiequencies and the parameters of a multiexponential decay
and Lakowicz, 1995; Bastiaens and Jovin, 1996; French atan then be derived using a nonlinear analysis algorithm
al., 1997; Bastiaens and Squire, 1999; Ng et al., 1999(Gratton et al., 1984; Lakowicz et al., 1984). The latter
Pepperkok et al., 1999). Fluorescence lifetime imaging in aechnique was recently implemented by us in a microscope;
wide-field or confocal microscope has been implementedwe call this multiple-frequency fluorescence lifetime imag-
using time-domain and frequency-domain techniques (Laing microscopy (mfFLIM) (Squire et al., 1999). The mf-
kowicz and Berndt, 1991; Buurman et al., 1992; Clegg et-| |M technique opens the possibility of resolving a com-
al., 1992; Gadella et al., 1994; Dong et al., 1995; Draaijer eplex decay function and determining the lifetimes and
al., 1995; So et al., 1995; Clegg and Schneider, 1996p0pulations of a number of species in each pixel. The
Periasamy et al., 1996; Carlsson and Lilieborg, 1997signal-to-noise ratio of the data, however, is critical for
Schneider and Clegg, 1997; Sytsma et al., 1998; Squire anghtaining a reliable result. Improving the signal-to-noise
Bastiaens, 1999). ratio is especially difficult for data acquired with fluores-
Until recently, fluorescence lifetime imaging has beengence microscopy, because the exposure time is limited by
limited to single lifetime _estimates at each_ pixel of _thefactors such as photobleaching and, in the case of living
sample image. However, in many cases a mixture of differsg|s, imaging speed. Similar limitations arise with the use
ent molecular species or molecules in different biochemicals time domain techniques.
states is present in each resolvable image element of the |, this paper these problems are solved by applying a

sample. As a result, the time-resolved response is acompledjobeu analysis method to frequency domain FLIM image

sequences in a fashion similar to techniques used for the
analysis of fluorescence measurements in cuvettes (Knutson
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cent species by lifetimes. The results of lifetime measure- In the frequency domain approach to FLIM the sample is
ments are analyzed in terms of a biexponential modelilluminated by a periodically modulated excitation field that
resulting in the lifetimes and the fractional contributions tocan be represented by a Fourier series:

the steady-state fluorescence. This experiment can be re-

peated at different wavelengths, yielding data sets with

different fractions, but the same lifetime values. It can be E(t) = E; + 2, E,cosnot + ¢e,), ()
shown that simultaneous analysis of all data sets, using the n=t

knowledge that the lifetimes are invariant, yields vastlyywherew is the fundamental circular frequency of the peri-
superior results compared to separate analysis of each s@ic excitation signal) is the number of harmonics that are
The same lifetime invariance principle can be applied to thgyresentf, is the average intensity, ark), and de nare the
analysis of fluorescence lifetime images. Assuming thainodulation and the phase of thth harmonic. The fluores-
there IS a g|Ven numbel’ Of molecular SpeCIeS W|th d|ﬁerenbence em|tted by the Samp|e |S proport|onal to the convo-

lifetimes, it is reasonable to assume that these lifetimes dution of the excitation ligh(t) with the response function
not vary spatially. Thus, instead of analyzing each plerR(t);

separately, we analyze all pixels simultaneously, yielding

images of the populations of each molecular species and the t

discrete lifetime values. In this paper we show that thisF(t) “J E(WR(t — u)du
approach leads to a dramatic improvement in the accuracy —os

and precision of FLIM data analysis. In addition, we show
that global analysis allows two lifetimes to be resolved by
the use of a single-frequency measurement, which is fun- =Ey + 2 EM, cosnet + ¢en— Ady),  (3)
damentally impossible by conventional data analysis tech- n=1

niques. We test the proposed analysis techniques on simyzhere the phase shift¢,, and modulatiorM,, are given by
lated data and use them to separate the fluorescence

N

distributions of coexpressed green fluorescent proteins in A¢, = arctartA/B,), (4a)
living cells. = (A2 + B)Y, (4b)
THEORY and
Fluorescence lifetime measurements in the agNwT,

; A= Z (5a)
frequency domain 1+ (nwt, 1+ (nwty?’

The theory of fluorescence lifetime measurements in the

frequency domain has been described extensively (Clegg et Q
al., 1992; Gratton and Limkeman, 1983; Gratton et al., 2
1984; Lakowicz et al., 1984; Clegg and Schneider, 1996; g=1

Gadella et al., 1994; Squire and Bastiaens, 1999). Here We, getermine the fractions, and lifetimesr,, the modu-

repeat the most important results. The fluorescence re\atlonsM and phase shlfm(j)n must be measured for a
sponseR(t) of a sample to impulse excitation is a sum@f | \mper of frequencies and fitted to Eqs. 4 and 5.
exponential decays: To measure the modulationd, and phase shiftd¢,, in
a a microscope, heterodyne or homodyne phase detection
Rt = Qg exp(—t> ) techniques can be employed, using high-speed image inten-
o sifier devices (Gadella et al., 1993; Kume et al., 1988).
These devices convert an image on the photocathode sur-
where « and 7, are the fractional contributions to the face into electrons across the faces of a multichannel plate
steady-state fluorescence and the lifetime frongtheemit-  (MCP). These are then converted back to photons after they
ting species, respectively. From the fractional contributiondhit a photoluminescence surface. A repetitive high-fre-
the relative populationg, of each species can be found by quency voltage modulation across either the MCP or the
dividing by the quantum yield of the fluorophore, corrected photocathode results in high-frequency modulation of the
for the instrument response, and renormalizing the sum ofain of the device. This makes it possible to modulate the
the populations to one. If the spectra of all species are thdetected fluorescence image at a frequency that is close
same, this is equivalent to dividing by the lifetimes and(heterodyne detection) or equal (homodyne detection) to
renormalizing. Multiplying the populationsa, by the that of the excitation light. The resulting image only con-
steady-state fluorescence yields the concentration of eadhins the low-frequency components of the modulated im-
species up to a constant multiplier. age, because high frequencies are filtered out by the slow

1+ (anq)2 (5b)

g=1 9
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response of the photoluminescence surface at the output flobal analysis of phase-modulation image data
the intensifier.

The time-dependent gain of the modulated intensifier caﬁr_he analy_sis that was outlined above can be applied on a
be represented by a Fourier series: pixel-by-pixel basis to a phase-dependent sequence of
FLIM images. For microscope samples, the need to mini-

" mize photobleaching and acquisition time limits the number

G(t) = G, + E Gy COSMa't + s — MKAY), (6) of frequencies at which measurements are taken. This can
’ lead to a signal-to-noise ratio that is low, leading to inac-

curate results. A solution to this problem is to reduce the
wherew' is the fundamental circular frequency of the gain humber of variables that have to be estimated by employing
modulation G, is the average gain, ai@}, and¢g are the  prior knowledge about the sample.
amplitude and the phase of theéh harmonic. The phase of First we note that the, are fractional contributions to the
G(t) can be controlled by adjustingAy). The resulting steady-state fluorescence and that their sum equals one.
image is given by the low-frequency components of theTherefore, we eliminate one variable at each pixel by sub-
result of multiplying Eq. 3 by Eq. 6. For homodyne detec- stitutingag = 1 — E(?;ll ag- This allows us to rewrite Eq. 5:
tion the output image can be written as

m=1

" A NwTy N Qif( NwT, Nty )
R TP YNRY 2 2 | Qg
D(K) = Dol 1+ 3 Me M, codnkAis — Ady, — b |, 1+ (nwtg) - 1+ (nwty)® 1+ (nwrg)?)
( 0 R,n'Vin ¢’ d’n ¢R,
n=1 (9a)
(7)
Q-1

whereMg, , = E G /2E,G, is the reference modulation, and 5 _ 1 n Z( 1 _ 1 )a
drn = don— Penis the reference phase, which must be " 1+ (NwTy)? o\ (Nwty)* 1+ (Nnwty)®)
obtained from an independent measurement on a sample (9b)

with a known lifetime.D, is the average intensity, which

depends on factors such as photon detection efficiencyrhese equations are linear i, and if the lifetime values
intensity of excitation, and fluorophore quantum yidlg.is 5.0 known, the populations can be found by a linear least-

proportional to the steady-state fluorescence from the sany ,ares method, for instance, a singular value decomposition.
ple. The signaD(kK) is time-independent and can be phase- An important form of prior knowledge is that in many

sampled at discrete phasksy. Equation 7 can be trans- pplications the lifetimes are spatially invariant. Each pixel
d

formed to a linear equation (Gadella et al., 1994; Squire an% . . .
Bastiaens, 1999), the parameters of which can be estimata the image represents a mixture of different fluorophores

. ; : ... _or molecules in different biochemical states. This gives rise
using a Fourier transform, or singular value decompositio . . e
L 0 a multiexponential decay whose lifetimes do not vary
(Press et al., 1992), where the latter allows estimation o . : .
spatially. One simple approach to making use of that knowl-

errors forM,, and A¢,, (Squire and Bastiaens, 1999). . .
Given the modulation,, and phase shifta\d,, it is edge was implemented by us previously and termed the
y v “lifetime invariant fit” (Squire et al., 1999). In this ap-

possible to compute the fractiong and lifetimesr,, using . " . .
Egs. 4 and 5. For the case of only a single lifetirge< 1 proach, the intensities of each image in the FLIM sequence

ag = 1), the lifetime value can be calculated directly from are averaged to a single value. This gives a phase-dependent

either modulation or phase shift: data series with an increa;ed signa_l-tq-noise ratio at the
expense of spatial information. The lifetimes of each fluo-
Tagpn = tanAdy)/nw, (8a) re§cent species can then be ob.tained by estima}ting the phase
shifts and modulations from this averaged series, followed
Tun = (IM2 — 1)¥2no. (8b) by a nonlinear analysis, as described in the previous section.

The fractional contributions in each pixel can then be re-

If the assumption of a monoexponential decay model jcovered by substituting these lifetime values back into
correct, themy, , = 7., and the values are independent of E9- 9- N .
the frequencynw. Differences in the lifetime estimations A second approach utilizes global analysis (Knutson et
from phase shift and modulations indicate that the decagl-, 1983; Beechem et al., 1983, 1985; Beechem and Brand,
kinetics of the sample are more complex. 1986; Beechem, 1992; Gratton et al., 1984; Lakowicz et al.,
In the case of a multiexponential decay model, a nonlin-1984), where all pixels are analyzed simultaneously and the
ear fit to Egs. 4 and 5 can be used to obtain the populationifetimes are constrained to be the same in each pixel. This
and lifetimes (Gratton et al., 1984; Lakowicz et al., 1984;is accomplished by nonlinear minimization of the following
Squire et al., 1999). X* measure, summing ové\ harmonic frequencies, arid
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pixels in the image: This still holds true for the lifetime invariant fit, which is
essentially a conventional fit of spatially averaged data. In
MON TR A (g 1)\ the case of a global fi@) lifetimes must be estimated along
Xlagm 7 = > 2, [( m MG 74 > with Q — 1 fractions in each pixel, frorhl phase shifts and
m=1n=1 o(Anm) modulations inM pixels. The requirement for a successful
. fit then becomes
Bn,m - Bn,m(aq,ma Tq) 2
+( o(Burm) )] 10 MQ-1)+Q=2MNQ=2N fM=Q (12

WhereAnym andén’mare calculated from the measured phaseThUS we find that with a global fit we can potentially fit
shift and modulation in thenth pixel for thenth frequency, twice the number of lifetimes compared to a conventional
using Eq. 4, andr(A, ) anda(B, ) are estimates of their analysis. In mfFLIM, where the total sample exposure
standard deviation, calculated by error propagation from théhould be minimized, this is an advantage, because the
errors in the phase shift and modulation. The expressions fdNyquist criterion requires that the number of phase images
A m (@qm 7o) @NABy, o, (aqm 7o) are given by Eq. 9, where 18 larger than twice the number of frequencies. Another
the subscriptm was added to indicate that the fractions Significant consequence of Eq. 12 is that in principle it is
differ at each pixel. The parameters that are varied td?0ssible to resolve two lifetimes and their populatioQs<
minimize this x> measure are th@ lifetime valuesr, and ~ 2) With the single frequency excitation in a standard FLIM
the M sets ofQ — 1 fractionsa, ,, Minimization of Eq. 10 ~ setup N = 1).
is a separable nonlinear least-squares problem that can be
solved by dedicated algorithms (Golub and Pereyra, 1973).
However, for a large number of variables the memoryRESULTS
requirements for such algorithms are too high. For typical..
FLIM data, tens to hundreds of thousands of independen imulated data
variables must be estimated, and we therefore used a trumhe two different approaches for fitting FLIM data were
cated Newton algorithm (Schlick and Fogelson, 1992) taested on simulated data. A biexponential decay model was
directly minimize Eq. 10. With this minimization algorithm, assumed, with a long lifetime of 2 ns, and a shorter lifetime,
typical computation times are on the order of a few minutesyhich, for different simulations, was either fixed or varied.
on a Sun Ultra 60 workstation for a typical FLIM sequence,An image of 64X 64 pixels was generated with fractions
where each image has100,000 pixels. Note that for a for the short lifetime species according to the formula
global analysis, thé, ., andB, ., images are calculated in «; ,,= MM, wheremwas the number of the pixel, counting
a manner identical to that of a conventional analysis, wherén a one-dimensional fashion from the upper left to the
lifetime estimates are calculated on a pixel-by-pixel basis|ower right corner of the image, ard was the number of
using Eq. 8. pixels. The fractions for the longer lifetime werg, ., =
The two approaches described for implementing the spat — «, . These fractions were the same in all simulations.
tial invariance constraint are fundamentally different. TheMultiple-frequency data with a fundamental frequency of
lifetime invariant fit improves the signal-to-noise ratio to 80 MHz and four harmonics was generated using Eq. 7,
get an accurate estimation of the lifetime values. With thesevith reference phasegg , = 0, pg, = 0.1, dg3 = 0.2,
values, an accurate estimation of the fractions can be made, , = 0.3, and reference modulatioMy ; = 1, Mg, =
In contrast, the global fit makes use of the spatial variatior0.8, Mg ; = 0.6, Mg 4, = 0.4. In addition, single-frequency
in fractions, information that is lost in lifetime invariant fit FLIM data at 80 MHz were generated widh, ; = 1. In both
because of the averaging operation. This difference hasases the number of phase sampling points was 32. Poisson
important consequences for the number of lifetimes that canoise was then added to the phase-dependent images, where
be estimated for a given number of frequencies. For ahe average intensitip, was varied to control the signal-
successful fit, the number of parameters to be estimatetb-noise ratio.
must be less than or equal to the number of independent Fig. 1 shows the results of the different fit approaches for
measurements. In a conventional € ifetimes, withQ — a simulated image, with the short lifetime equal to 1.5 ns
1 populations, must be estimated from the phase shifts anghd an average intensity over all phase image®gf=
modulations foN frequencies. Thus the following inequal- 1000 counts at each pixel. Shown are images of the original
ity must hold: and recovered fractions along with the estimated lifetimes.
The top row shows the results for the multiple-frequency
20—-1=2N=>Q=N. (11) data. Both the lifetime invariant fit and the global fit give
accurate results; however, the conventional pixel-by-pixel
It follows that the number of lifetimes that can be estimatedfit fails completely. The bottom row shows the result for the
is less than or equal to the number of frequencies measuredingle-frequency data. The global fit was capable of recov-
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True Populations Conventional Fit Lifetime Invariant Fit Global Fit

4 Harmonics

7=107,%=161 7=151,7=202 7,=149;,7,=1.99

T‘Ltme = 1.5
Tz.tﬂ.le=2'0

1 Harmonic

7=116;,,=184 7 =119, 7,=1.83 71 =1.49; 7, =2.02

FIGURE 1 Images of fractions of the steady-state fluorescence associated with the short lifetimes species, from different fitting approadaésdo sim

FLIM data with four harmonics and with a single harmonic. Below each image the estimated lifetime values are given in nanoseconds. In the case of the
conventional fit the average is shown for the pixels, where the lifetime values were between 0 ns and 2.5 ns. For display purposes fraction values below
zero and above one were clipped, multiplied by 255, and the image was quantized to 8 bits. See text for further simulation parameters.

ering the lifetimes and fractions, whereas the conventionavariant fits of single-frequency data cannot be expected to
pixel-by-pixel and lifetime invariant fits fail to recover the be correct.
correct values, as expected for an underdetermined fit. To investigate the dependence on the signal-to-noise ratio
Fig. 2 shows the estimated lifetime values as a function obf the data, simulations were performed, where the average
the short lifetime value, where the long lifetime is fixed at intensity of the data was varied to control the amount of
2 ns. The simulations were repeated 25 times with differenfgise. Because the mean of the Poisson process is the
realizations of a set amount of Poisson noise to computgytensity of the simulated phase image, an increased average
average values and standard deviations. For the case of @ the phase-dependent data means an increase in detected
conventional fit, the estimated values were the averageghotons and thus an increase in the signal-to-noise ratio.
over the pixels, where the estimated value was between 01j§g 4 shows the estimated lifetime values and standard
and 2.5 ns. Clearly the conventlona_l pixel-by-pixel it per- yoiations as a function of the average intensity for the
forms very badly, except for large differences hetween th%H‘ferent fit approaches using four harmonics. The true

true lifetimes. The lifetime invariant fit performs much .. .
e lifetime values were 1.5 ns and 2 ns. Average values and
better as long as the true lifetime values are not too close, - .
- - Standard deviations were calculated from 25 repetitions of
The global fit performs even better for lifetime values

separated by as little as 0.2 ns. Fig. 3 shows the same resuﬂ%e _5|mu|at|on. In the case of the C(_)nventl_onal f'F the plot_ted
Ifetimes are the average of the pixels with estimated life-

for data with a single harmonic. In this case the conven-, | b q b hat th
tional fit and the lifetime invariant fit are not capable of Me values between 0 ns and 2.5 ns. It can be seen that the

estimating the correct values, whereas the global fit per_conventional pixel-by-pixel fit fails. The global fit performs

forms more or less as well as the global fit of the data withmuch better than the lifetime invariant fit, especially for low
four harmonics. The results for the conventional and spatigfVerage intensity (low signal-to-noise ratio) values.
invariant fits are not as bad as one might expect for these N all of these simulations the conventional pixel-by-pixel
underdetermined fits and show a trend similar to that of théit performs badly, indicating that for a typical FLIM mea-
multifrequency results. Apparently, for this choice of life- surement the signal-to-noise ratio is too low for an adequate
times and frequency, the nonlinear least-squares minimizadixel-by-pixel fit. For multiple-frequency data, the spatial
tion converges to a point that is not very far from the trueinvariant fit performs much better if the true lifetime values
values. However, the large standard deviations indicate thatre well separated. The global fit is clearly superior to the
in general the results for the conventional and spatial intwo other methods and is the only approach that can be used
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value for the different fitting approaches on ata with four harmon- value for the different fitting approaches on FLIM data with a single

:(;S For Lhe convgntlonaldflzt 5the average dofst:e pixels with es“m‘r_"mdh rmonic. For the conventional fit the average of the pixels with estimated
tfetimes between O ns and 2.5 ns was used. Shown are average estimalgdl; o petween 0 ns and 2.5 ns was used. Shown are average estimated

values and standard deviations from 25 data sets with different reallzatlor\§a|ues and standard deviations over 25 data sets with different realizations

of Poisson noise. If a point shows no errgr bar_s, the st_anda_rd de_\{lanon W&t Poisson noise. If a point shows no error bars, the standard deviation was
too small to be plotted A) Conventional fit; B) lifetime invariant fit; (C) too small to be plotted A) Conventional fit; B) lifetime invariant fit; C)

global fit. global fit.

to accurately fit a two-component model to single-fre- resident green fluorescent fusion protein (NA-GFP5) and
guency data. YFP5 in Vero cells.

Phase-dependent images were collected using the mf-
FLIM setup that was described in detail by Squire et al.
(1999). Excitation was with a 488-nm argon/krypton laser
line. The fluorescence emission was detected through a
The global analysis algorithm was used to disentangle thélter block containing a dichroic beam-splitter 505LP in
cellular distributions of coexpressed green fluorescent proeombination with either a High Q bandpass filter 515/10 BP
teins with different lifetimes in living cells. Vero cells were for the Hela cells or with a 540/50 BP for the Vero cells
plated on Matek Petri dishes (Matek Corp.) in minimum (Delta Light and Optics). The sample was illuminated and
essential medium supplemented with 5% fetal calf serumthe fluorescence collected with a Zeiss Plan Apochromat
These were microinjected in the nucleus with cDNA encod-100X/1.4 NA ph3 oil objective. The frequency of the fun-
ing plasmids for the yellow fluorescent protein (YFP5), damental harmonic was 39.175 MHz. A Fourier analysis of
which distributes evenly throughout the cytosol and nu-mfFLIM reference data from a reflecting sample showed
cleus, and a green fluorescent fusion protein (NLS-GFP5)hat at least five significant harmonics were present, and
that remains largely located in the nucleus (Pepperkok et altherefore five harmonics were assumed for determining the
1999). The cells were washed and submerged ip @@e- modulations and phase shifts in the data. The first three
pendent medium (GibcoBRL) before they were measured dtarmonics had a modulation depth larger than 25%, and
37°C. The same procedure was used to coexpress a Golgnly these were used in the further global analysis of the

Experimental data

Biophysical Journal 78(4) 2127-2137



Global Analysis of FLIM Data 2133

The lifetime values that are found for the different GFP

ool A variants by each analysis are given in Table 1. The value of
T i ~3.6 ns that was found for YFP5 does not vary much for
16k different frequencies, and the same value is recovered by
] single- and multiple-frequency analysis. This indicates that
1ol }\——%—%—H/{.__]L__‘}/H the decay kinetics of YFP5 are well described by a mono-
I exponential decay. In contrast, the values found for NLS-
08 L GFP5 and NA-GFP5 vary strongly with frequency. This
§ i B indicates that the decay kinetics of these GFPs are complex.
= %——%\H’FH These observations are in agreement with previous mea-
P I surements by Pepperkok et al. (1999) at a single frequency
.g 16k (80 MHz), where the lifetimes were calculated from phase
2 I shift and modulation, using Eqg. 8. These results indicated
@ 12} that YFP5 is indeed homogeneous, with a lifetime~&.6
] I ns. The decays of NLS-GFP5 and NA-GFP5 were found to
-% 08l be heterogeneous, with estimations of 1.92 ns and 2.05 ns
w i C from the phase, and 2.25 ns and 2.40 ns from the modulation.
208w = w = = —w u Single-frequency measurements are most sensitive at val-
I ues of r = 1l/w and thus detect the fluorescence of short
16k lifetime components more efficiently as the frequency in-
e creases. The estimated lifetime values of NLS-GFP5 and
1ok NA-GFP5 in Table 1 decrease with increasing frequency,
indicating that the measurements become sensitive for a
08F short component in the decay kinetics of these GFP variants.
100 200 300 400 500 600 700 800 900 1000 Thus, for higher modulation frequencies, the analysis is
Average intensity more strongly influenced by the choice of an incorrect

two-component model, and consequently the estimated pop-
FIGURE 4 Estimated lifetime values as a function of the average inten-ulations are more likely to be erroneous. The multiple-
sity from an analysis of FLIM data with four harmonics. For the conven- frequency analysis is also sensitive to such model errors,

tional fit the average of the pixels with estimated lifetimes between 0 NShecause it makes use of information obtained at multiple
and 2.5 ns was used. Shown are average estimated values and stand

rd . . .. .
deviations over estimations from 25 data sets with different realizations oﬁ_armomcs' By ChOOSIﬂg a SUﬁ'C'e”t'Y low frequency ”_1 a
Poisson noise. If a point shows no error bars, the standard deviation wasingle-frequency analysis, one can filter out short lifetime

too small to be plotted &) Conventional fit; B) lifetime invariant fit; (C) components to obtain an adequate fit of the long component.

global fit. This approximation works well because the integrated flu-
orescence contribution from the short component can be
neglected.

data. For each sample 16 phase-dependent images at 22.5°The fluorescence intensity from each species of molecule
phase steps with 200-ms exposure were collected. To congan be found by multiplying the steady-state fluorescence
pensate in first order for photobleaching, a second sequend¥y the fractions obtained by global analysis. Fig. 5 gives the
of 16 images was collected by phase sampling backwardsteady-state fluorescence intensity of the data with the cal-
which were added to the first set (Gadella et al., 1994). Foeulated intensities of NLS-GFP5 and YFP5 for the single-
our data this first-order correction was sufficient for the frequency calculation at 39.175 MHz and for the multiple-
relative short exposure times that were used. Before analy-

sis, a background correction was applied to each phase-

dependent image by subtracting the mean pixel value withilTABLE 1 Lifetime values of different GFP variants

a flat region outside the cell. A mask was then generated b§oexpressed in Vero and Hela cells obtained by global
thresholding the first image in the FLIM sequence. Only2nalysis of miFLIM data

pixels within the mask were used in the global analysis. The Vero cells Hela cells

mfFLIM data were also used to test the concepts of global

analysis of single-frequency data. For each of the first threg’g.175 VHz

Tnes-erps(NS)  Tveps (NS)  TnagEes (ns) Tyeps (NS)

: . . 1.85 3.71 2.06 3.57
harmonics a single-frequency global analysis was persg a5 muz 1.41 3.65 152 3.52
formed, which is equivalent to global analysis of data ac-117.525 MHz 0.95 3.56 1.09 3.50
quired with a single-frequency FLIM instrument. In addi- Multiple-frequency 118 3.61 1.38 3.56

tion these three harmonics were used in a multiplepata are analyzed using the first three harmonics separately and using the
frequency global analysis of the data. first three harmonics simultaneously.
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Average intensity Single Frequency Multiple Frequency

frequency analysis. The intensities of the NLS-GFP5 andluorescence. This model error propagates to the estimation
YFP5 are disentangled effectively by the global analysisof the fractional fluorescence of each species. In the single-
and show that the NLS-GFPS5 is located mainly in thefrequency analysis at 39.175 MHz this model error appears
nucleus, while the YFP5 is distributed evenly throughoutto be much smaller. For comparison, the NA-GFP5 fluores-
the cell as expected. Because of the heterogeneous natureaance is shown in Fig. D, indicating that at 39.175 MHz
NLS-GFP5, the two-component model used by in the analthe single-frequency analysis adequately disentangles the
ysis is not correct, and the multifrequency analysis shouldluorescence distributions.
be more sensitive to this model error than the single-fre-
?eunesr:tcy_measurement at 39.175 MH;. Despite this, the m?ONCLUSIONS
y images from the two analysis approaches do no
appear to differ. We have shown that the application of global analysis
Similar results can be seen in Fig. 6, where the intensitiealgorithms can significantly improve the accuracy and pre-
of NA-GFP5 and YFP5 are separated. The global analysisision of lifetime and population estimations from FLIM
effectively separates the Golgi from the rest of the cell. Inand mfFLIM data. We employ the prior knowledge that
particular note the Golgi at the top of the image that is noteach pixel contains a mixture of different fluorophores or
clearly visible in the average intensity image because it igluorescently tagged molecules in different biochemical
hidden by the high intensity of YFP5. YFP5 diffuses states, which gives rise to a multiexponential fluorescence
throughout the cytosol and nucleus, but it does not enter thdecay, the lifetimes of which do not vary spatially. The
Golgi. Thus the intensity of YFP5 should be lower in the parameters of interest are the lifetimes of each molecular
Golgi, although it will not be zero, because of out-of-focus species and the populations of all species in each pixel. Two
contributions from other parts of the cell. Fig. 7 focuses onapproaches to making use of the spatial invariance of the
the lower part of the images in Fig. 6. Fig A7shows that lifetimes were implemented. The first approach averages
in the single-frequency analysis at 39.175 MHz the intensitythe phase-dependent data spatially to increase the signal-to-
of YFP5 is indeed lower in the Golgi, while in the multiple- noise ratio at the cost of lost spatial information. From these
frequency analysis (Fig. B) this is not the case. The averaged data an accurate estimation of the lifetimes can be
difference is emphasized in Fig. €, which shows the made. The estimated lifetimes from this lifetime invariant
division of Fig. 7A and Fig. 7B. The lifetime value for fit are used to recover the populations in each pixel. The
NA-GFP5 found by the multifrequency analysis is asecond approach uses global analysis algorithms that ana-
weighted average of the true lifetimes that does not charadyze all pixels simultaneously, while constraining the life-
terize well the complex decay kinetics of the NA-GFP5times in all pixels to be equal.

FIGURE 5 Global analysis of mf-
FLIM data of coexpressed NLS-GFP5
and YFP5 in Vero cells. Shown are
the average intensity (steady-state flu-
orescence) and the intensities of each
species calculated by global analysis.
The single-frequency analysis was
calculated from the fundamental har-
monic in the data. The multiple-fre-
quency analysis was calculated from
the first three harmonics in the data.

NLS-GFP5

YFP5
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Average intensity

FIGURE 6 Global analysis of mf-
FLIM data of coexpressed NA-GFP5
and YFP5 in Hela cells. Shown are the
average intensity (steady-state fluores-
cence) and the intensities of each species
calculated by global analysis. The sin-
gle-frequency analysis was calculated
from the fundamental harmonic in the
data. The multiple-frequency analysis
was calculated from the first three har-
monics in the data.

2135

Single Frequency Multiple Frequency

NA-GFP5

YFP5

It was shown that for a given number of harmonics theinvariant fit. This is an important property because applica-
global fit is capable of fitting twice the number of lifetimes tions in fluorescence microscopy often require that exposure
compared to a conventional pixel-by-pixel fit or a spatialtimes be minimized, which can be achieved by decreasing

FIGURE 7 Comparison of the Golgi/nucleus area from Fig.A9.En-

the number of frequencies. Another important consequence
is that it becomes possible to resolve two lifetimes with a
single-frequency FLIM setup. This is of importance because
these types of lifetime microscopes are simpler to imple-
ment and more widespread than multiple-frequency setups.

Using simulations, it was found that both approaches are
far superior to a conventional pixel-by-pixel fit. It was also
found that the global analysis was superior to the lifetime
invariant fit. This can be explained by the fact that the
global analysis approach can make use of spatial informa-
tion, whereas the spatial invariant fit just improves the
estimation of the lifetimes by increasing the signal-to-noise
ratio at the cost of that spatial information. The global
analysis performs much better, particularly at low signal-
to-noise ratios, which is important if the noise in the FLIM
sequence is larger, for instance, in applications that require
rapid imaging of living cells.

The global analysis algorithm was applied to disentangle
the fluorescence intensities of coexpressed green fluores-
cent proteins in living cells. It was found that this is possi-
ble, even if the assumption that each fluorophore has mono-

larged and contrast-stretched region from the single-frequency analysis @xponential decay kinetics is only an approximation. Short
the YFP5 fluorescence Bf The corresponding enlarged and contrast- components in a complex decay can be filtered out in a

stretched region from the multiple-frequency analysis of the YFP5 fluo

rescence. @) Division of A and B to enhance the differenceD) The

“single-frequency measurement by carefully choosing a

corresponding enlarged and contrast-stretched region from the singldNodulation frequency where its contribution to the fluores-

frequency analysis of the NA-GFP5 fluorescence.

cence is small. Adequate results can then be obtained if the
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decay behaves effectively as a monoexponential with &eechem, J. M., M. Ameloot, and L. Brand. 1985. Global and target
lifetime approaching the Iong component of the complex analysis of complex decay phenomeAaal. Instrum.14:379-402.

decay A muItifrequency analysis also makes use of thgeechem, J. M., and L. Brand. 1986. Global analysis of fluorescence
’ decay: applications to some unusual experimental and theoretical stud-

information contained in the higher harmonics and is there- o5 photochem. Photobiok4:323—329.

fore sensitive to short components in a complex decay. Ageechem, J. M., J. R. Knutson, J. B. A. Ross, B. W. Turner, and L. Brand.
a result, the analysis of multifrequency measurements may 1983. Global resolution of heterogeneous decay by phase/modulation
be more sensitive to errors in the decay model that is fluorometry: mixtures and protein8iochemistry22:6054 —6058.

assumed in the analysis. In the case where one or mofiurman, E. P., R. Sanders, A. Draaijer, H. C. Gerritsen, J. J. F. van Veen,
P. M. Houpt, and Y. K. Levine. 1992. Fluorescence lifetime imaging

qu_orophqres are present V\_”th a complex deC_ay' itis appro— using a confocal laser scanning microscopeanning.14:155-159.
priate to fit meLIM data with the correct mumeXponem"?l Carlsson, K., and A. Lilieborg. 1997. Confocal fluorescence microscopy
model to obtain more accurate results. However, fitting using spectral and lifetime information to simultaneously record four
more than two components is a far more complex problem fluorophores with high channel separatidn.Microsc.185:37—46.

. . . Ived i ing fl i Pyoc. SPIE.1640:448-460.
Lakowicz et al., 1984). This problem might be solved by anCIreso \s '\;Imag'zgp ugresscsnczm'cgz;o o ¢ e ved
. . egg, R. M., and P. C. Schneider. . Fluorescence lifetime-resolve
algomhm that epr0|ts the knOWIGdge thata ﬂuorOphore has imaging microscopy: a general description of lifetime-resolved imaging

a multiexponential decay with fixed relative amplitudes. measurementsn Fluorescence Microscopy and Fluorescence Probes. J.
Resolution of fluorophores with complex decays and sepa- Slavik, editor. Plenum Press, New York. 15-33.
ration of more than two ﬂuorophores continues to be atopicpong, C.Y., P.T.C. So, T. French, and E. Gratton. 1995. Fluorescence

lifetime imaging by asynchronous pump-probe microscdigphys. J.
of research. 69:2234-2242.

In thls work, the global anal_ySIS technique was applied toDraaijer, A., R. Sanders, and H. C. Gerritsen. 1995. Fluorescence lifetime
FLIM in the frequency domain; however, we expect that imaging, a new tool in confocal microscopy. Handbook of Biological
similar gains can be achieved with systems that operate in Confocal Microscopy, 2nd Ed. J. B. Pawley, editor. Plenum Press, New
the time domain. Another interesting application would be York. 491-505.

; ; _ ; French, T., P. T. C. So, D. J. Weaver, Jr., T. Coelho-Sampaio, E. Gratton,
to phOtObleaChmg data (‘]ovm and Arndt-Jovin, 1989)' E. W. Voss, and J. Carrero. 1997. Two-photon fluorescence lifetime

which follow exponential decay kinetics with decay imaging microscopy of macrophage-mediated antigen proceskiMj:
times that are inversely proportional to the lifetime of the crosc.185:339-353.
fluorophore. Gadella, T. W. J., Jr., R. Clegg, and T. M. Jovin. 1994. Fluorescence

Fluorescence energy resonance transfer (FRET) is anIn‘etlme imaging microscopy: pixel-by-pixel analysis of phase-

. tant lication that i " der | tigation i modulation dataBioimaging.2:139—159.
important application that Is currently under investigation Ir]Gadella, T.W.J., Jr.,and T. M. Jovin. 1995. Oligomerization of epidermal

our laboratory. FRET can be measured by monitoring the growth factor receptors on A431 cells studied by time-resolved fluores-
decrease in lifetime of the donor fluorophore as it nonra- cence imaging microscopy—a stereochemical model for tyrosine kinase
diatively transfers energy to an acceptor that is typically 'eceptor activationd. Cell Biol. 129:1543-1558.

within a distance of 10 nm. In applications where FRET Gadella, T. W. J., Jr., T. M. Jovin, and R. M. Clegg. 1993. Fluorescence
lifetime imaging microscopy (FLIM)—spatial resolution of microstruc-

occurs because of the formation of a protein complex, the tyres on the nanosecond time-sca8ephys. Chem48:221-239.
spatial configuration of the donor and acceptor is fixed UpONGagelia, T. W. J., Jr., G. N. M. van der Krogt, and T. Bisseling. 1999.
binding, which determines the decrease in the donor life- GFP-based FRET microscopy in living plant cel§ends Plant Sci.
time. Thus, when FRET is imaged with FLIM, the decay 4287291

model may be assumed to be biexponential with Spatiall)ﬁomb' G. H and V. Pereyra. 1973. The differentiat_ion of pseudo-inverses
and nonlinear least squares problems whose variables se&ivalté.J.

invariant lifetimes, and .global analysis_ should providg a Numer. Anal10-413—432.

powerful tool for evaluatmg the DOpUIa:t'OnS and pmpert'esGratton, E., and M. Limkeman. 1983. A continuously variable frequency

of bound and unbound protein states in cells. cross-correlation phase fluorometer with picosecond resolutio:

phys. J.44:315-324.
Gratton, E., M. Limkeman, J. R. Lakowicz, B. P. Maliwal, H. Cherek, and
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