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ABSTRACT In tapping-mode atomic force microscopy, the phase shift between excitation and response of the cantilever
is used as a material-dependent signal complementary to topography. The localization of information in the phase signal is
demonstrated with 1.4-nm lateral resolution on purple membrane of Halobacterium salinarum in buffer solution. In a first-order
approximation, the phase signal is found to correlate with modulations of the tip oscillation amplitude, induced by topogra-
phy. Extending the analysis to contributions of the tip-sample interaction area as a second-order approximation, a method
is proposed to extract information about the interaction from the phase signal for surfaces with a roughness in the order of
the tip radius.

INTRODUCTION

Atomic force microscopy (AFM) (Binnig et al., 1986) is enbrand et al., 2000), and with it lateral forces, are reduced.
capable of imaging biological systems as functional entitie<Changes of the effective (vertical) forces acting on the tip
in buffer solution and at ambient temperature. Its intriguingalter the oscillation in amplitude and phase. Recently, it was
signal-to-noise ratio allows single proteins to be directlydemonstrated that substructures of single proteins could be
observed and functionally characterized (Drake et al., 198%evealed by TM-AFM (Dorn et al., 1999; Mer et al.,

Hoh et al., 1993; Yang et al., 1994; Schabert et al., 19951999; Viani et al., 2000).

Mdiller et al., 1995; Malkin et al., 1997; Kuznetsov et al., Simultaneously recording the topography and the phase
1997; Czajkowsky and Shao, 1998; Yip et al., 1998;shift of the cantilever oscillation relative to the driving
Vinckier et al., 1998; Grandbois et al., 1998; McMaster etsignal as reference allows mapping of interaction properties
al., 1999; Miier and Engel, 1999; Oesterhelt et al., 2000).of a heterogeneous sample. This phase imaging has been
A complex variety of interactions bound to well-defined applied to explore various material properties, e.g., adhesion
structures determines the functionality of biological macro-and viscoelastic properties (Winkler et al., 1996; Tamayo
molecules. For a more detailed insight into biological func-and Garéa, 1997; Magonov et al., 1997; Noy et al., 1998;
tion and processes, methods have to be developed that assisiomann et al., 1998; Chen et al., 1998; San Paulo and
in distinguishing between these interactions and relate ther@arca, 2000), capillary forces and wetting (Van Noort et
to the structure. al., 1997; Gil et al., 2000), and even detection of surface

Along with the ability to resolve surface morphology of charges (Czajkowsky et al., 1998). As recently shown, the
proteins, the tip-sample interaction in AFM can serve as ghase shift is related to energy dissipated in the tip-sample
model system to assess interaction schemes relevant for thgntact (Cleveland et al., 1998; Gaaet al., 1999; Anc-
functional behavior of proteins. Thus, it is tempting to zykowski et al., 1999).
question whether the ability of AFM to reveal structure and  Even though various concepts on TM-AFM in general
simultaneously map surface properties can be applied tRave been published (Anczykowski et al., 1996; Burnham et
well-defined molecular structures such as those representegl  1997; Whangbo et al., 1998; Bielefeldt and Giessibl,
by macromolecules. 1999; Behrend et al., 1999; Gaacand San Paulo, 2000;

In tapping-mode (TM)-AFM (Zhong et al., 1993; Putman pyrig, 2000; Stark and Heckl, 2000; Stark et al., 2000), the
et al., 1994; Hansma et al., 1994), the cantilever is excitethterpretation of phase images remains difficult. The differ-
to oscillate close to its resonant frequency. The AFM tip iSent channels that contribute to the dissipation are not readily
only in intermittent contact with the sample surface. Thus,accessible, and are strongly influenced by the sample to-
compared with contact-mode AFM, tip-sample interaction,ography.
times (Tamayo and Géwl 1996; Sarid et al., 1996; Hill- | this work, we investigate contrast formation in phase
imaging under the focus of structure and interaction of a
macromolecular system. Based on theoretical consider-

_ _ ) ‘ations, a concept is suggested to decompose the phase image
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is assembled into the well-defined two-dimensional crystaland energy dissipated in the tip-sample contact (Cleveland
line lattice of purple membrane (Blaurock and Stoeckeniuset al., 1998):

1971). The structure of bacteriorhodopsin has been solved

to atomic resolution by electron crystallography and x-ray 2Qcant
diffraction (Grigorieff et al., 1996; Pebay-Peyroula et al., Kean@eant
1997; Essen et al., 1998; Luecke et al., 1998; Belrhali et al.,

1999), and the surface of purple membrane has been chakith A the actual amplitudey, the free amplitude, and
acterized by AFM (Mller et al., 1995; Mder et al., 2000).  the phase shift. The cantilever, including its environment, is
This allows testing of the accuracy of AFM topographsdescribed by its spring constakt,,, its natural resonant

(Heymann et al., 1999) and correlation of the phase contradtequencyw,,, and its quality factoQ.,, Quality factors
to structural features of purple membrane. are usually on the order of 1 to 10 (Séfea et al., 1996;

Sader, 1998) for cantilevers immersed in liquid and about
two orders of magnitude higher in air. Finally, the net
average energy dissipated per cycle in the tip-sample con-
tact is denoted ;s

General outline of the concept Each quantity is decomposed in its average value and its
(local) variation; thus

EdiSS = AAO SII’] b — A2, (1)

THEORETICAL CONSIDERATIONS

In the following, contrast formation in phase imaging is

discussed under the focus of interaction and topographical _ 0

influence. A short outline shall be given first. Ediss = Eaiss + OF (22)
The starting point is the relation between phase shift, ® =90 + By + 6P (2b)

changes of the amplitude, and dissipated energy as given by

Cleveland and co-workers (1998). It is based on the fact that A= Aya, + 8a) (2¢)

the average energy dissipated per cycle must be equilibrated

by the energy imported into the system from the externaHere, 8 refers to a difference rather than a differential. The

drive to maintain the oscillation. phase shift is measured relative to the free oscillation (90°),
From this relation between absolute values, we derive athus®, is the average deviation from 90°, add denotes

expression that relates the respective images. In conceivingariations on that value. A phase shifb > 0 is referred to

images as variations around an average value, the emphasis delayed, because relative to the average the signal is

is shifted toward image contrast. Images represent ensemepeated at a tim&8®d/27 later (with T as the period

bles of measurements on different points under fixed exterlength). Correspondinglyd® < 0 is referred to as ad-

nal conditions (scan parameters) rather than a point measanced. The amplitude is given by the free amplituge

surement, where a parameter (usually the mean tip sampteduced by a factor (set-poird), and variationsSa. Using

distance) is varied. this conventiond® is identified with the phase image and
In a next step, contributions to the phase signal (variada with the error image. In a similar manner for later use,

tions in amplitude and variations of dissipated energy) arehe topographyd = H, + 8H, and the interaction ared=

discussed. Due to limited response time of the feedbacky, + &S are split into their respective averages and the

variations in amplitude occur that are proportional to theimages. For clarity, coordinates,y) are omitted.

first derivative of the topography in the scan direction, Expressingd, ®, andEy,..in Eq. 1 with Egs. 2a—2c yields

assuming homogeneous interaction forces. The dissipated 20

energy is described as surface energy dereséffective on cant 0 .

the interaction are& between tip and sample. To motivate k., wcanAa (Baiss - OF) = (@ + 32)codDo + 5P)

this view, we discuss a qualitative model for TM-AFM

based on cycled, quasi-static force-distance curves, which —(ag+ da)” (3)

already shows important sources for energy dissipation. . .
y P 9y P Next, the cosine is decomposed, and terms contaisiing

Finally, the dependence of amplitude variations on the ded into their Tavl ies. Neglecting t f
topography, and the dependence of the dissipated energy Ghe expanded into their Taylor series. Neglecling terms o

2 . . .
the interaction area allow decomposing the phase image int%1e or_dgro(S ). Eq. 3 can be split into two equations, one
moments of the topography. containing only the averages (Eq. 4a) and the other relating

the variations (Eq. 4b):

i _ Qe ES..= a, cos®, — a2 (4a)
The images kcanl"-)canAL?) diss = So 0~ &

We assume the cantilever motion to be stationary on the
scale of the time per image pixel. This provides the basis to 2Qcant SE = (cOsy — 2a0)5a — ag Sin D3P (4D)
apply the relation (Eq. 1) between phase shift, amplitude Kean®eands 0 0
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Concerning the average values, Eq. 4a yields the same maximal <— approach
result as Eq. 1. For the phase imate, Eq. 4b shows the indentation — retraction
deper_ldence on the error imaga and on the image (the Q\\ plastic
variations) of dissipated energj. ~w M —deformation

AN

. free
. electrostatic  o5niijayer
Variations of the amplitude interaction ‘
In TM-AFM, the amplitude is kept at the fixed set-point , b
value by the feedback loop, which uses variations of the Q —>
amplitude, determined by the physical quantities of topog- 5 T
raphy, interaction, and effective feedback reaction, as input. - __ adhesion

The error image representmg_ these variations is then con- displacement
verted into the topographical image. As a consequence, the

error signal carries no information independent of the topoFIGURE 1 Schematic force-displacement curve. The quasistatic force-
graphical image. Variations in the amplitude due to Changeglsplacement curve serves as a model for TM-AFM. During the (in

: - . TM-AFM periodically repeated) approach-retraction cycle, the tip-sample
in the true sample topography cannot be d|StInQU|Shed fror‘ﬂueraction changes the deflection of the cantilever beam proportional to

that Que to Change_s in imeraCtion- _ the force. Differences in the path for approach and retraction equals the
Using a proportional-integral feedback mechanism, weamount of energy dissipated due to plastic deformation and adhesion

obtain Eg. 5 relating the apparent topography and variationguring that cycle.
in the amplitude:

A [ trajectory coincides with the approach trajectory. For in-
H=plaxy) —a]+_ | [axy) —aldx (5) stance, elastic deformation of a compliant sample results in
X0 a flatter slope of the force-displacement curve at tip-sample

. L . h mple is inden he traj ri
wherex is the scan direction, andis the scan speed. The contact, because the sample is indented, but the trajectories

arametersg andA (in matching units) are the proportional for approach and retraction are identical.
gnd the 'nt$eL ral qain. res ect'g elv. For a t icl?al ﬁna o the For dissipative forces, on the other hand, the trajectory is
- Integral gain, respectively. o yp 1ag€, & 4t time reversible on the time scale of the interaction.
proportional part compared with the integral part is negli-

. ) issipative f Itinh isinth h-
gible because of the gains and small scan speed. Thus, v;/rehus’ dissipative forces result in hysteresis in the approac

. . ) . ' “rétraction cycle. The dissipated work equals the area be-
transform Eq. 5 in the equivalent differential form, obtaln—,[Ween the trajectory on approach and on retraction (Cap-

Ing Eq. 6: pella and Dietler, 1999; Dig, 2000). For instance, in the
v [0H case of plastic deformation (with enerBy,0, the sample
da=—~ 8(6)() (6) isindented, but the deformation does not recover within the

tip-sample interaction time. Even the rearrangement of sur-

Variations of the amplitude are expressed by changes dace chargesH, .crostaiid €N contribute if the time scale of
the topographical image. Thus, the term containing variarearrangement is longer than the interaction time. Evidence
tions of the amplitude in Eq. 4b describes the influence offor relaxation times on the order of the interaction time is
the integral feedback. given by Teschke and co-workers (1999). A considerable
fraction of energy is dissipated due to adhesive interaction,
where the work of adhesiorEfy;c<io) IS Used to break the
tip-sample contact. Thus, the dissipated energy is described
The dissipated energ¥,.< in Eq. 1 is a net quantity, by asum, Eq. 8:
subsuming all dissipation channels. A simple model for _
TM-AFM and the connection between interaction and dis- Eass = Eagnesion Epiaic + Eetecvosiaict - (8)
sipation is that of a cycled approach-retraction measurement In TM-AFM, the full trajectory is cycled as the tip
(for comprehensive reviews about force-distance measurepproaches and leaves the surface, driven by a harmonic
ments, see Cappella and Dietler 1999; Heinz and Hohescillation. Irreversibility in time associated with dissipa-
1999). A generic force-displacement curve as obtained irtion applies also to trajectories in TM-AFM (IDig, 1999,
contact-mode AFM is depicted in Fig. 1, with the sample2000). In each cycle, the dissipated energy reflects the
surface to the left. As the cantilever approaches the surfacelfference between the path for approach and retraction,
it is deflected because of interaction forces. which contributes to a phase shift relative to the excitation.

Conservative forces, such as electrostatic and van der In a first-order approximation, the sample is assumed to
Waals forces, are time reversible on the time scale of theecover from one cycle to the following. An additional static
interaction. Thus, for conservative forces, the retractiordistortion adds an additional average dissipated energy to

Interaction, dissipation, and contact area
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the system but does not contribute to variations. Regardindeformation need to be small compared with area-depen-
TM-AFM under these assumptions, the stationary ap-dent contributions, such as adhesion. This first-order ap-
proach-retraction cycle can directly be considered as a theproximation allows us to identify the interaction area with
modynamic cycle (Fig. 2\). Energy is transferred from a the geometric contact aréd and to write the dissipated
mechanical reservoir (cantilever drive) to a thermal reserenergy as produdgy., = €S With € = ¢; + de and the
voir (bulk sample, tip, and surrounding medium) by a work- notations defined above, the dissipation term in Eq. 4b can
ing medium (interaction surface). Conceptually, the me-be written as (Eq. 9):
chanical energy is converted into thermal energy by the
interaction surface (Fig. B). Therefore, the energy dissi- 2Qcant o 2Qcant

. . OE iss (£00S + Sd¢) 9)
pated per tapping cycle can be considered as the net energy Kean@eant Kean@eant
density integrated over the interaction area.

At this point, it is important to define the interaction
surface and interaction area more precisely. The physicz!?ec
processes leading to dissipation happenin a surface-coupléﬁe topography
layer. In secondary processes, the energy is distributed anfter the discussion of terms contributing to the phase shift,

thermally equilibrated in the bulk material of sample, tip, we can decompose the phase shift into moments of the
and surrounding media. However, the primary processes atgpography:

described by quantities defined on the surface, as for exam-

omposing the phase image into moments of

ple is done for adhesion (see, e.g., Israelachvili, 1991). The .V €0S®P, — 28 <3H> N 1 2Qcant
choice of the interaction surface, and the energy density = X a,sin®, X 3, SiN @ Kean®eant
coupled to it, must reflect the answer of the coupled layer to

the interaction, and consequently to the imported energy. X (£06S+ S8¢) (10)

Thus, the energy density describes the local material re- Thus, correcting the phase image for influences of the

sponse, gnd the interaction area shall k_)e defln_ed as the arggor image (the derivative of the topography in scan direc-
that carries the net energy flux. The interaction area deg,, genoted first order) and the interaction area (denoted
pends, in essence, on the local curvature of the samplgy.ong order), the image of the dissipative interaction en-
topography and on the tip geometry. This links our approachyq gensity is obtained, which characterizes sample prop-
to the observations of Behrend et al., 1999. erties.
For further discussion, the interaction area and the dissipa- In a typical TM-AFM experiment, the average quantities
tion energy density are assumed as independent quantitieg.e ot accessible as absolute values. This is especially true
For this assumption to hold, contributions due to plastic, the ahsolute phase shift in liquid, the gains, and the mean
dissipated energy. Thus, we express the image of the energy
densities as proportional) to the sum of the other images

(Eq. 11):
mechanical @

reservoir  surface bulk
() l
where the coefficients and 8 are determined using addi-

tional knowledge about the experiment. Especially symme-
(ii) ) ] tries help to find adequate approximations for the coeffi-
oE cients in Eq. 11. The symmetry of the interaction area
follows the symmetry of the topography, whereas the sym-
(iii) metry of the derivative is different, that is, assuming sym-
E{)E) oE metric topography yields a symmetric interaction area,

whereas the derivative of the topography in scan direction is
4]
=(i)

anti-symmetrical.
FIGURE 2 Thermodynamic concept of TM-AFMAYFrom an energetic MATERIALS AND METHODS

point of view, TM-AFM is regarded as a thermodynamic cycle, where Atomic force microscopy and imaging
energy is taken from a mechanical reservoir (the external drive) and then

transferred to a thermal reservoir (bulk, including tip, and surroundingA commercial AFM (Nanoscope Multimode llla, Digital Instruments,
medium). The interaction surface acts as working medium in this cy®)je. ( Santa Barbara, CA) equipped with a L#1 piezo scanner (E-scanner) was
Energy transferred from the tip into the bulk is converted on the interactionoperated in standard tapping mode (tapping amplitude as input in the
surface into thermal energy (schematic). feedback loop) and used with a homebuilt phase-detection setup (Stark and

oH
vée = 6P — a8<ax> — B38S, (11)
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Guckenberger, 1999). After thoroughly cleaning the tapping-mode liquid For each pixel, the overlap of the sample topography and the estimated tip
cell with a dish cleaner, rinsing it several times alternately with ethanol ancenlarged by a fixed and small (compared with the tip radius) interaction depth
ultra-pure water £18 MQ/cm, MiliQ system, Millipore, Eschborn, Ger- was calculated, yielding the geometric interaction area. For small values, the
many), and drying it in a nitrogen stream, the cell was exposed to ultrainteraction depth acts only like a scaling factor for the interaction area.
violet light to obtain a hydrophilic surface especially in the vicinity of the
cantilever chip mounting. The latter procedure suppresses the formation of
air bubbles close to the cantilever. No O-ring seal was used. RESULTS

To reduce the background noise level, the light path of the AFM was . .
regularly cleaned. Dust in the light path produced major contributions toLOW-magnification data

the noise, particularly adding instabilities to the signal. Acoustic noise WasrP | b d bed . hibits flat dl
blocked with a hood, and the setup was allowed to thermally equilibrate fo urple membrané adsorbed on mica exhibits 1iat, roundly

several hours. The noise level can be estimated by observing the phot&haped patches (Fig. & image size is 1.6Jum) with a
diode signal directly on an oscilloscope. height of 6.3= 0.1 nm. Occasionally, the purple mem-

V-shaped silicon nitride cantilevers with nominal spring constantshranes are surrounded by a lipid bilayer with an apparent
around 0.65 N/m (10Gem length, oxide-sharpened fip; type OMCL- haight of 3.8+ 0.3 nm. Whereas the membrane and the

TR800PSA, manufactured by Olympus Optical Co., Tokyo, Japan) were. . . .
used. In fluid, the resonance frequency wa20 kHz (28 kHz for another Eilpld are decorated by protrusions of unknown orgn, the

batch) as determined by thermal noise spectra. In the case of 20 kHz, tH&iCa substrate is almost clean. At this magnification, no
oscillation of the cantilever is not supported by a resonance of the fluid-significant substructure can be seen on the purple mem-
cell; thus, driving voltages were in the range of 1 V, yielding tapping hrane. Topographical variations are averaged by the pixel
amplitudes of 1-5 nm. Typically, set-point values were chosen betwee%ize (3115 nm). The spacing of the crystalline lattice (6.2

0.85 and 0.95 of the free amplitude. Preferably, scan speed was adjusted to__, . t the limit of th inal uti 6.3 d
two scan lines per second, and a maximum of four lines corresponding t@m) IS at the imit of thé nominal resolution or 6.5 nm, an

five contact events per image pixel at 20-kHz lever frequency. the membrane appears flat.

The phase image presented in FidB & unprocessed. The
line-wise averaged difference between the phase shift on
mica and that on purple membrane (PM) is given in Fi@.. 3
Relative to mica the phase-shift on purple membrane is on
Purple membrane dfialobacterium salinarunstrain ET1001 was isolated average advanced by2.0 + 1.4°. Striking line-wise varia-
as decribed by Oesterhelt and Stoeckenius (1974). Freshly cleaved M”ﬁons of the phase shift are especiallv obvious on mica. Stron
covite mica (BAL-TEC AG, Balzers, Liechtenstein) was used as support, . _p . P y . ’ 9
glued to a Teflon-laminated mounting. Buffer solutions (10 mM Tris, 300 Shadowing in the phase image occurs at step-like features, such
mM KCI) were always freshly prepared with ultra-pure water and adjusted@s the rim of the membrane and the decorating protrusions (see
to pH 8.2. After 15 min of adsorption, the samples were gently rinsed toarrowsin Fig. 3 B). At the rising edge (scan direction is from
remove weakly adsorbed membranes. For a detailed experimental descrighe |eft to the right), the phase shift is advanced (dark in the
tion see Mdier et al. (1999). image), and at the falling edge it is delayed.

Sample and sample preparation

Image processing High-resolution data

The images (51 512 pixels) were imported as raw data into the Semper At _higher magnification, the crystalline substructure is re-
image-processing package (Saxton et al., 1979). Height and phase megealed (Fig. 4, extracellular side). Already in the raw data
surements of features in the images were performed by applying masks to
the whole images. Derivatives of the topographical images were deter-
mined by applying anti-symmetric standard convolution filters in real
space. Correlation averaging was done by cross-correlating a selected
well-preserved unit cell of the topograph with the whole topograph (Saxton
and Baumeister, 1982). The positions of the correlation peaks were used to
extract the ensemble of unit cells, which was averaged. For better visual-
ization, the obtained averages were enlarged by interpolation in Fourier-
space by a factor of four. The sequence of operations (derivation, averag-
ing, and interpolation) was exchangeable without significant influence on
the resulting images (better than 99% cross-correlation).

Routines calculating the contact area were adopted from a procedure for T
estimation of the tip radius (Bonnet et al., 1994). With a first estimate for the 5° 0
tip radius, the original topographical image is restored to remove distortion du€IGURE 3 Purple membrane in buffer solution, overvie#) The to-
to the tip shape (often and improperly, this process is referred to as tipographical image shows a membrane patch adsorbed on mica, and sur-
deconvolution) and thus yields an approximation for the true topography of theounded by a lipid rim. Protrusions of unknown origin decorate the mem-
sample. The obtained restoration is again degraded (referred to as tip convbrane and the lipid.R) In the phase image, membrane and mica exhibit a
lution), using the same tip parameters. The difference image (the originatlear contrast. A shadowing in scan direction (left to right) occurs in the
image minus the restored-degraded image) is quantified by the overall standapthase image at positions where large changes are present in the topography
deviation. According to Bonnet, the relation between the standard deviatiofiseearrows). (C) The difference in phase shift between purple membrane
and the estimated tip radius has two almost linear regimes. The tip radius at tteend mica averaged along the scan lines emphasizes the phase contrast
transition between the two regimes gives an estimate for the largest tipetween the two materials. ScalesAnthe height spans 11 nm (black to
consistent with the image data. white); in B, the phase shift spans 15°; scale bar, 500 nm.
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FIGURE 4 High-resolution images of the extracellular side of purple membrane, raw and processed| aiatiB)(Raw data: topographydj and the

phase shiftB); the trimers of bacteriorhodopsin and the periodicity of the arrangement are clearly resolved. A point defect in the crystalline lattice is visible
as a black spot in the topography. The scale bar is 32 nm, and the gray scale from black to white represedsahdmii.b° (B), respectively G-G)

Processed data. In the average topogra@ythe trimer (bright) is evident, and lipid fills the inter-space between the trimers (dark). The phase hage (
shows an asymmetry along the scan direction (left to right). Over the elevated parts, the phase changes most. This has to be compared with the geomet
contact areaH) and to the first derivative in scan directiof)( which are both calculated from the averaged topography (for details about the calculation,

see Materials and Methods§z) Cross-correlating the phase image with the first derivative in scan dire@ihoH’, ——) and with the interaction area

(6d* 8S, — — —) demonstrates the strong influence of the topography. Here, only the horizontal cross sections along the centers of the images are shown
Scale bar, 2 nmG-F); the gray scale (black to white) represents 0.65 @y 8° (D), =2.5 nnt around 3.93 nf(E), and 0.5 ).

(topography in Fig. 4A, phase shift in 4B) the bacterio- Based on the averaged topography, the interaction area,
rhodopsin trimers, arranged in a trigonal lattice, are ob-and the first derivative in the scan direction were calculated
served. Correlation averages< 501) are presented in Fig. (Fig. 4, E andF, respectively). To calculate the interaction
4, C andD (topography and phase shift, respectively). area, the tip radius was estimated to be 0.6 nm. At that

The lattice spacing is determined to be 6.2.2 nm. The value, the difference between the original image, and the
trimer appears as three large protrusions with.4 = 0.2  restored-degraded image starts to become significant (see
nm in diameter and separated by 2:80.2 nm. Addition- Materials and Methods). In Fig. 5, the resulting standard
ally, three small protrusions separated by 1*70.2 nm  deviation for the difference image (original topographical
connect the trimers. The values are derived from Fourierimage minus the restored-degraded image) is plotted versus
interpolated data. Lipid fills the inter-space between thethe estimate for the tip radius.
trimers. The maximum height difference in the averaged Fig. 4 G shows the cross-correlation of the phase image
topography is 0.5 0.1 nm whereas the highest and the with the first derivative and the interaction area, respec-
lowest point are laterally separated roughly 2 nm. tively. The phase is essentially anti-correlated with the first

Along with the averaging routine, the lateral phase resid-derivative. From a cross section along the marked line, a
ual resolution was calculated (according to Unser et al.,
1987; Schabert and Engel, 1994). For the topography, the
resolution was limited by the pixel size (0.5 nm) to 1.0 nm;
for the phase image, 1.4 nm was obtained. From these
numbers, the tip radius for the outermost, sensing tip can be
estimated to bes1 nm.

The averaged phase image (maximum phase difference is
2.78°) exhibits strong shadowing in the scan direction (left
to right). Furthermore, the symmetry of the averaged phase

rms-deviation (%)
»
1

image differs from that of the topography. Over protrusions, 04— T T T
the phase imagé® flips contrast, whereas the lipid back- 5 ) 10
ground is almost uniform. tip size (Angstrom)

FIGURE 5 Estimation of the tip radius. To estimate the tip radius, the

original image is first corrected for the influence of an assumed tip and then
. again degraded using the same tip. Both images, the original and the
I'T'age analy_S|s of the averaged restored-degraded image, differ. The standard deviation (rms deviation) for
high-resolution data the difference image is plotted versus the radius of the assumed tip.

. . . . __From the resulting curve, the tip radius was estimated to be roughly 0.6
In this subsection, the concept deveIOpEd n theoretlcs“m’ because at that value, a change of the assumed tip radius starts to

considerations is applied to the high-resolution data as ggnificantly influence the difference image. For details see Materials and
model system. Methods.
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shift of the minimal correlation coefficient—0.91; best DISCUSSION AND CONCLUSIONS
anti-correlation) to the left of the image center can bee see
At the origin, the correlation coefficient is0.66. Correlat-
ing to the interaction area yields a correlation coefficient ofin the low-magnification data (Fig. 3), mica and purple
0.42 at the origin and a maximum of 0.56 shifted to themembrane can clearly be distinguished in the phase image.
right. Because phase shift and topography are recordetihe shadowing at edges is clearly related to the limited
simultaneously and the acquisition of the phase signal iseedback response, whereas the striking line-wise variations
faster than the pixel time, collocation of all signals is are most probably related to instabilities of the tip oscilla-
assumed; i.e., the origin is in the center of each image. tion itself (Anczykowski et al., 1998; San Paulo and Gaycl

In a first step, a term proportional to the first derivative is 2000). Tip contamination is another possible reason for the
subtracted from the phase image in such a way that thstripes in the phase image, but with the same tip, a reliable
standard deviation of the obtained imag®, = 6 — resolution of 1.32 nm was achieved later (not shown).
ad(gH/ox) is minimized. The effect of this operation is At this scan size, variations of the amplitude due to the
demonstrated in Fig. A. Along the line indicated, the cross structure of bacteriorhodopsin are averaged by the large
section (Fig. 6B) clearly shows the difference between the pixel size, and the membrane appears flat. Therefore, the
resulting and the original phase image. Along with this, theimage contrast is dominated by interaction area and dissi-
cross-correlation coefficient @®, with the first derivative  pation energy density. In accordance with quasi-static data
becomes zero at the origin (FigE). On the other hand, the (Mdller et al., 1999a), forces are almost balanced at the
cross-correlation 08d, with the interaction surface exhib- given buffer conditions for purple membrane, whereas on
its its maximum of 0.55 at the origin. Thus, correcting for mica a residual adhesion remains. Therefore, under the
the derivative yields an image with symmetry close to thatgiven conditions, more energy is dissipated on mica than on
of the interaction surface and increased correlation coeffipurple membrane.
cient.

Second, a term proportional to the interaction area is
subtracted, again minimizing the standard deviation of thdHigh-resolution data
obtained imaged®, = 6, — BSS The resulting image,
shown in Fig. 6C, is identified with the unscaled approxi-
mation of the dissipative interaction energy densiiy
Again, the effect of the operation is visualized in cross
sections (Fig. @).

ri_'ow-magnification data

The high-resolution data (Fig. 4) are in good agreement with
data recorded recently in contact-mode AFM (Muet al.,
1999b) and TM-AFM (Mdler et al., 1999), and show the
well-preserved structure of the bacteriorhodopsin trimers.
This supports the assumption that deformation induced by
the tip-sample contact is negligible.

The shadowing as well as the anti-symmetry of the phase
image with respect to the topographical image, point to a
strong influence of the topography on the phase image.
Thus, despite the high resolution, properties of image fea-
tures cannot be related to the phase image without further
analysis. Because the tip size is comparable to structural
length scales and to the resolution, the two important pa-
rameters, interaction area and derivative of the topography
in scan direction, contribute comparable strongly, so an
analysis has to account for both effects.

uoIe[24109

FIGURE 6 Steps in the image analysis of the phase imaljeThe
influence of the derivative of the topography in scan direction is subtracted

from the phase image, yieldingb,. (B) Cross sections along the central Image analysis of the averaged
horizontal line visualize the effect: the resulting imagigidk black ling, high-r lution dat
the phase shifttin black ling, and the derivative in the scan direction Igh-resolutio ata

(thin broken ling. (C) Further correction oA for the contact areaSleads The correlation coefficients (Fig @) emphasize the need
to an estimate for the interactio) Again, the effect is visualized in cross )

sections: the interaction energy density imatipck black ling, the phase for ,Image analygs. Correcfung the phase I_mage for contri-
shift corrected for the first derivativehiin black ling, and the interaction ~ butions of amplitude variation$(oH/9x), derivative of the

area thin broken ling. Scale bar, 2 nm; the gray scales are the same as ifopography in scan direction) resulted in an imag®,(

Fig. 4 D; i.e., 3° (the unit is set for consistency to degre&) Cross-  with altered symmetry. Furthermore, the relation with the
correlating the phase image corref:ted for the derivative Wlth the derlvatlvqnteraction area image becomes more pronounced. The
(— — —) leads to an almost antisymmetric curve that is almost zero at L . .
(0,0), whereas the cross-correlation with the interaction area (——) has §hape of the remammg.Stru.Cture n th.e cr.oss.-correlatlc.)n of
maximum at (0,0). Here, only the horizontal cross sections along thdN€ corrected phase shift with the derivative in scan direc-

centers of the images are shown. tion is a consequence of the symmetries involved. A cross-
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correlation between a symmetric function and an anti-symtopography. Along with sorting the pair8%o®,), it can be
metric one leads again to an anti-symmetric crossdetermined which structure5$6®,) belongs to a given
correlation function. The limited feedback response affectdopographical feature (i.e., protein or lipid). Vice versa,
the phase image in the same manner over the whole imag#ose pixels with pairséS é®,) belonging to a structure in
thus, a uniform linear correction as performed for Fig. 6 isthe relation plot can be addressed in the topography.
appropriate. Three areas are highlighted in the relation plot (Fig\)/

In the theoretical considerations, the energy dissipatiomnd the associated topographical features (FidB) 7are
was linearly approximated by a product energy densityprotein (1), lipid (3), and the material in between (2), which
times interaction area. The underlying assumption, thatannot be identified unambiguously. Regions not addressed
plastic deformation is small, is reasonable, because the daby one of the highlighted parts of the relation plot cover the
are in good agreement with previous studies (see abovedest (black in Fig. 7B). For the three features, a linear
This approximation led to the dissipation energy densityapproximation seems appropriate, but with different param-
image é®, (Fig. 6 C). eters. Thus, it can be concluded that the protein differs from

Nevertheless, the assumption of independence of the p#he lipid in the dependencéd,(6S). This gives a strong
rameters energy densigyand interaction ared(and with it indication for a different interaction scheme for protein and
the linearity) needs further discussion. As a tool to addres$pid.
this point, and to qualify the coupling efandS, we propose However, the results show a low difference in the inter-
a relation plot (Fig. 7A), which allows us to estimate the action, which may be a particular feature of the sample
functional dependence of the two variables. For each imagmvestigated. In a more general case, plastic or viscoelastic
pixel (xy), the phase shift corrected for the influence of contributions are expected to become prominent in the
amplitude variations,6®,(x,y), and the interaction area relation plot.
6S(x,y) are transferred into a mag6S,6d,). The valuem
of the map count the number of pixels with valé®, and
8S. Here, the ranges fdid, andéSare divided into 64 bins Conclusions
each. For a single functional dependerade (8S), the ap-

L . . , Phase imaging in TM-AFM provides additional information
pertaining curve will be obtained. Otherwise, for features ging P

S : ) . on material properties. An interpretation of phase images
with _d|fferent _functlonal dep_e_ndenues, the structure in th as necessarily to account for influences of the topography.
relation p_Iot IS a superposition O_f curves, each Of_ themI'his is especially important in the case of biological spec-

representm@(b_l(SS) for the respective set of features in the imens, where the surface corrugation is in general in the size
topographical image. of the AFM tip.

In the case presented, the obtained relation plot is almost The topography is found responsible for at least two-

linear, W.h'Ch JUSt'f'eS. the linear app_ro_X|mat|on. _Desp_lte thethirds of the image contrast in the case of high-resolution
overall linear behavior, areas deviating from linearity are

identified. Th ruct be related to feat _ thphase images (1.4-nm lateral resolution in the phase image)
identified. These structures can be refated fo teatures in purple membrane. Our analysis showed that decompos-

ing the phase image into moments of the topography, i.e.,
the first derivative in scan direction and the geometric
contact area, allows us to separate interaction from topog-
raphy. Based on these results, we propose the relation plot
as an instrument to distinguish different interaction
schemes.
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FIGURE 7 Relation plot-phase shift corrected for the first derivative in
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