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Diffusion of Microspheres in Shear Flow Near a Wall: Use to Measure
Binding Rates between Attached Molecules
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Mechanical Engineering, Georgia Institute of Technology, Atlanta, Georgia 30332 USA

ABSTRACT The rate and distance-dependence of association between surface-attached molecules may be determined by
monitoring the motion of receptor-bearing spheres along ligand-coated surfaces in a flow chamber (Pierres et al., Proc. Natl.
Acad. Sci. U.S.A. 95:9256-9261, 1998). Particle arrests reveal bond formation, and the particle-to-surface distance may be
estimated from the ratio between the velocity and the wall shear rate. However, several problems are raised. First, data
interpretation requires extensive computer simulations. Second, the relevance of standard results from fluid mechanics to
micrometer-size particles separated from surfaces by nanometer distances is not fully demonstrated. Third, the wall shear
rate must be known with high accuracy. Here we present a simple derivation of an algorithm permitting one to simulate the
motion of spheres near a plane in shear flow. We check that theoretical predictions are consistent with the experimental
dependence of motion on medium viscosity or particle size, and the requirement for equilibrium particle height distribution to
follow Boltzman’s law. The determination of the statistical relationship between particle velocity and acceleration allows one
to derive the wall shear rate with 1-s~ " accuracy and the Hamaker constant of interaction between the particle and the wall
with a sensitivity better than 1072 J. It is demonstrated that the correlation between particle height and mean velocity during
a time interval At is maximal when At is about 0.1-0.2 s for a particle of 1.4-um radius. When the particle-to-surface distance
ranges between 10 and 40 nm, the particle height distribution may be obtained with a standard deviation ranging between
8 and 25 nm, provided the average velocity during a 160-ms period of time is determined with 10% accuracy. It is concluded
that the flow chamber allows one to detect the formation of individual bonds with a minimal lifetime of 40 ms in presence of
a disruptive force of ~5 pN and to assess the distance dependence within the tens of nanometer range.

GLOSSARY

a = sphere radius

A, = Hamaker constant for the sphere-to-plane interaction in liquid medium
¢ = local particle concentration

diffusion coefficient at distance from the surface

w Dy components of the diffusion matrix parallel to thendz axis, respectively

O
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o
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D,, = rotational diffusion coefficient around axis Oy
f,., f_ = probability of upward and downward jump of lendtlduring an elementary time interval
F., F, = dimensionless damping coefficient for diffusion of a sphere near a surface along axitz,
respectively
FR, F*R = force and dimensionless force coefficient applied by the fluid on a sphere rotating near a wall with fixed
center.

F', F*T = force and dimensionless force coefficient applied by the fluid on a sphere moving without rotation
parallel to a wall
ks = Boltzmann constant

g = gravity acceleration

G = wall shear rate

h = height of the chamber channel

hg = averagez coordinate of a buoyant Brownian particle sedimenting on a surface

J = diffusive current
| = elementary step used to simulate diffusion alongzlteordinate

n; = number of particles at distancei (2 1)I/2 from the surface

Puai(?@ = probability density of coordinate for a particle with average translation velocltyduring At

Q = flow rate
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R = random displacement of a sphere along Ox

= absolute temperature

TR, T*R = torque and dimensionless torque coefficient applied by the fluid on a sphere rotating near a wall with
fixed center

TT, T*T = torque and dimensionless torque coefficient applied by the fluid on a sphere moving without rotation
parallel to a wall

—
I

u = instantaneous sphere velocity
Ug = contribution of brownian motion to the instantaneous sphere velocity
u, = local hydrodynamic velocity of a sphere alor@uxis, in absence of diffusion
U = average sphere velocity (during time intervs)
Ug = contribution of Brownian motion to the average sphere velocity (during time intétyal
U, = average horizontal velocity (during timit) of particles when average acceleration is zero
v, V2 = sedimentation velocity (local and at distance from the plane respectively)
V = theoretical fluid velocity at the sphere center
w = width of the chamber channel
W(R) = distribution function for random displacemeRt
x = coordinate of the sphere center parallel to the fluid flow
z = coordinate of the sphere center perpendicular to the shear plane
v« = Sphere acceleration along axis Ox
& = distance between the sphere surface and plane
= medium viscosity
p = sphere density
pnw = Mmedium density
Q) = sphere angular velocity
INTRODUCTION

Rates of adhesion and detachment are generally accepted asThus, bonds formed between membrane molecules are
key determinants of cell adhesion mediated by receptoreften forced to dissociate (or ruptured by force) when cells
ligand interactions, especially in a dynamic flow environ- are brought apart, which makes the off-rigjg a function of
ment (Pierres et al., 1998a, Zhu 2000). Indeed, the criticalorce (instead of a mere constant as in the 3D case—see
step of cell adhesion may well be the formation of a firstBell, 1978). A relatively straightforward technique has re-
bond between ligand and receptor molecules borne bgently been developed for measuring the force dependence
neighboring membranes. This first interaction might thenof 2D k¢, which is derived from the statistics of duration of
transiently maintain membranes at binding distance anthe transient tethering of moving cells to a stationary surface
facilitate the formation of an increasing number of molec-in the flow chamber (Kaplanski et al., 1993; Pierres et al.,
ular interactions, thus stabilizing attachment (Pierres et al.1995; Alon et al., 1995, 1997; Chen et al., 1997; Chen and
1998a). The outcome of the encounter should thus be highl$pringer, 1999; Ramachandran et al., 1999; Smith et al.,
dependent on the relative values of the dissociation rate df999). There are reports suggesting that values of the 2D
the first bond and the frequency of formation of additional k., extrapolated to zero force measured by the flow cham-
links. ber are comparable to the 3; measured with biosensors
While the increasing development of surface plasmor(Pierres et al., 1996a; Mehta et al., 1998), both of which
resonance technology and availability of soluble forms ofhave the same unit of $.
adhesion receptors renewed the interest of the biological By contrast, the 20k, has a completely different dimen-
community in the determination of the kinetic constants ofsion from, and hence cannot be directly compared to, the 3D
association between these molecules (van der Merwe et ak,, (in M~ *s™%). Indeed, this 20k, is often expressed in
1993; Labadia et al., 1998; Boniface et al., 1999; Wilcox etum?s™* (Dustin et al., 1996) and it was recently suggested
al., 1999), the relevance of this recent experimental ap{Pierres et al., 1996b, 1998b) that the most intrinsic param-
proach to cell interactions is difficult to assess. Indeed, ireter might be the frequency of bond formation between
addition to the intrinsic difficulty of interpreting experimen- single ligand and receptor molecules maintained at distance
tal data (Nieba et al., 1993; Schuck, 1997), the so-calledi as a function of parameterr This functionk,(d) (in s~ %)
three-dimensional (3D) kinetic rates measured with thids expected to depend on molecular properties such as
technigue should be quite different from their two-dimen-length and flexibility (Pierres et al., 1998b). Also, a major
sional (2D) counterparts, namely those of binding betweemphysical reason underlying the difference between 2D and
membrane-bound molecules (Bell, 1978). 3D kg, is that, instead of approaching each other by free
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diffusion as in the 3D case, membrane adhesion molecules The main problem is that quantitative interpretation of
are brought together (and apart) by the cells to which theyinding frequencies is strongly dependent on the derivation
are anchored. Cells are 1000 times the size of the moleculesf a relationship between particle velocity and distance to
and, thereby, their motion dictates molecule transport beforéhe surface. This is by no means trivial. 1) This derivation
(and after) their intrinsic binding. was based on numerical results obtained with basic princi-
The experimental determination kf.(d) is fraught with ~ ples of fluid mechanics. Although many authors have ap-
considerable difficulty. The basic principle should consistplied low Reynolds number hydrodynamics (Goldman et
of repeatedly bringing a receptor molecule and its liganddl-, 1967a,b; Happel and Brenner, 1991) to model the mo-
within binding distance with at least nanometer accuracyjfion of cells near the flow chamber floor, the validity of such
then waiting for a well controlled period of time, and theory has not been established when the particle-to-surface
determining whether association occurred. Therefore, it iglistance is as low as a few nanometers, which is comparable
not surprising that there are only a few reports on the rate of© the scale of surface roughness in many cases. 2) The
bond formation between surface-attached molecules. aforementioned equations did not account for the Brownian
Several authors measured the frequency of bond formdnotion of the sphere near the surface. This motion is quite
tion between receptor-bearing surfaces and Iigand-coate‘i'iff'C““ to describe Wlt_h _standar_d diffusion equations. In-
tips of atomic force microscopes (Hinterdorfer et al., 1996:d€€d, the hydrodynamic interaction between the sphere and
Fritz et al., 1998; Baumgartner et al., 2000). Estimating thdn€ chamber floor may decrease the component of the

binding range on the basis of molecular size, they were apldiffusion matrix vertical to the surface by a factore00,
to derive an average association rate. However, this aﬁgnd the understanding of diffusion in inhomogeneous media

proach did not yield any information on the distance-depen-raises difficult problems (thus, the conventional Langevin
dence of binding frequency approach may become meaningless: van Kampen, 1981;

. . . .Risken, 1989).
Chesla et al. (1998) used micropipettes driven by a pi The aim of the present paper is threefold. First, we

ezoelectric translator to control repeated contacts betweeneSCribe a simple reasoning vielding an alaorithm permit
receptor-expressing cells (see also Chesla et al., 2000; Wiﬁ- P 9y 9 9 P

liams et al., 2000a & b). This method should, in principle, Ing one to _5|mulate the motion of Brownian spheres at
; : o S nanometer distance from a plane under shear flow. Second,
allow for fairly direct determination of the 2D kinetic rates

from the measured dependence of adhesion frequenc we pre_se_nt resu_lts of a_set of experiments_ des_igned _to test
. per °d Y Qe validity of this algorithm. Third, extensive simulations
contact time. However, it is necessary 0 egtabllsh the rel; re performed to assess the feasibility of obtaining a quan-
evance of these parameters, Wh'Ch are estimated from a fative relationship between the rate of association between
hesions over contact times ranging from subsecond & 10 receptor-coated spheres and ligand-bearing surfaces and the

seconds, to those that govern the leukocyte tethering to arlﬁiarticle-to-surface distance. It is concluded that a quantita-

ro!lmg on endothelial cells m a shear flovy, WhICh.OCCUI’S N tive analysis of the motion of particles subjected to a wall
millisecond encounter duration. Also, no information can beshear rate of 10 with a spatial accuracy of 25 nm and

obtained via this approach regarding the dependence of 2D ime resolution of 20 ms will allow one to obtain the wal
on-rate on the separation distance between the two cellgpagr rate with about T4 accuracy, the Hamaker constant
which have impinged onto each other. for the sphere-to-surface interaction with better than®0
Pierres et al. (1997, 1998c, d) observed the motion ofy sensitivity, and the sphere-to-surface distance probability
ligand-coated spheres driven along receptor-derivatized SUfistripution with a standard deviation ranging from 8 to 25
faces in presence of a hydrodynamic force low enough ( nm when the distance increases from 14 to 40 nm. The
pN) to allow a single molecular bond to induce a detectablgyresent work extends our previous studies on the same
particle arrest. Because the sphere-to-surface distanggbject (Pierres et al. 1998c,d). For the reader’'s conve-

could, in principle, be derived from the particle velocity nience, the basic experimental setup is sketched on Fig. 1.
with nanometer resolution (Pierres et al., 1997) and Brown-

ian fluctuations made the particle-to-surface distance sam-

ple an interval of~100 nm, the functiork,(d) should be PRINCIPLE OF THE METHOD

derived from the statistics of binding frequency versusReceptor-coated spheres of micrometer-size radiuse
particle velocity. Also, because the relative velocity be-driven along ligand-coated surfaces by a laminar shear flow
tween interacting surfaces was of an order of several tens afith a wall shear rat&s of order of 10 §*. An automatic
micrometer per second, the duration of interactions betweetracking device allows continuous recording of theoor-
adhesion molecules of a few tens of nanometers fell into théinate of the sphere center. Particle arrests are detected by
millisecond range. This allowed better temporal resolutiona computer-assisted procedure, yielding immediate deriva-
than atomic force microscopy (Fritz et al., 1998). However tion of a quantitative relationship between average velocity
experimental implementation of this idea has been tempereduring an elementary time steft and arrest probability

by a number of difficulties. (i.e., proportion of steps with this velocity that are followed
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z which the vertical coordinate of the particle center ranges
} beweenz andz + dz given the average velocity during
— At. To defineP ,(2) also requires the a priori distribution
S of particlez coordinate. Because of the complexity of par-
§+1 AT AT ticle motion, our procedure for determiniiy ,(2) consists
bt T T of generating a representative ensemble of simulated parti-

/ cle trajectories and estimatirigy, ,,(z) from their statistics.
V=Gy” Due to the choice of a low shear rate and micrometer-
7 sized particles, the Reynolds numi@e’p,/u (u and p,,
z / are the fluid viscosity and density, respectively) is very low
/ (of order of 10°°). This allows complete neglect of inertial
. effects and notably simplifies the flow properties (Happel
and Brenner, 1991). Because flow equations are linear,

FIGURE 1 Model. The low Reynolds number motion of a sphere dr_"’e”'}nstantaneous vertical and horizontal velocity components
by a laminar shear flow near a plane is viewed as a linear combination o

the following components: steady motion of a neutrally buoyant spher(,ﬁre mdependent. Indeed, if th_e dlspl_acement of the sphere
according to Goldman et al. (1967a,b); sedimentation toward the plangparallel to the plane resulted in vertical upward force, re-
with a damping coefficien, due to the hydrodynamic interaction between versal of the parallel displacement would result in reversal
the sphere and the surface; Brownian motion parallel to the plane, witthf the vertical force, which would be physically untenable.
damping coefficientF,; vertical component of Brownian motion, with Thus. no first-order relationship can exist between horizon-
z-dependent damping coefficieft,. The latter motion is simulated as a ' . . . . .
series of vertical jumps of fixed length, with a difference between thetal and _Vemcal r_nOtlon' Itis th_us pOSSIble to treat_vertlcal
probabilities of upward and downward jump at any point. and horizontal displacements independently and simply su-
perimpose them.
The motion parallel to the flow is represented as a se-

by a detectable arrest). If the probablllty distribution of guence of e|ementary Steps of duratidhh The total dis-
sphere-to-surface distanéecan be derived from the veloc- placement is the sum

ity, the binding probability of the sphere may be determined

as a function of distancé to the chamber floor. Finally, if Ax = uy(8)At + R. 2)

the ligand and receptor densities on interacting surfaces are ) ) ) o

known, the frequency of intermolecular bond formation as &1€7€,Un(8) is the average velocity of a particle remaining at

function of molecular distance can be derived by using dlistanced from the surface, an® is a Gaussian random

simple geometrical argument (Pierres et al., 1997). variable acco_unpng_ for part_|cle dlff_usmn parallel to the
The problem remains to calculate the probability distri-Surface. lts distribution functiodV(R) is (Ermak and Mc-

bution of parametes for a sphere of known average veloc- €@mmon, 1978; Rossky et al., 1978; Gabdouline and Wade,

ity during an elementary time steyt. The aim of this paper 1997; Evans and Ritchie, 1997)

is first to describe a suitable algorithm for deriving this _ 12 o2
probability distribution, second to provide an experimental W(R) = (1/47D,At) Texp(—~RY4D,AD), )

check of the validity of the procedure, and third to discusSyhereD, is the component of the diffusion matrix parallel
some consequences relevant to the experimental determingy the flow. This may be written as
tion of binding rates.

D, = kgT/67rpnak,, (4)

THEORY where kg is Boltzmann's constant and is the absolute

o : o -
Let us consider a microsized buoyant sphere freely movingemperatureD™ = kgT/6rpa is the diffusion coefficient of
near a surface in presence of a laminar shear flow of shed SPhere of radius in a boundless Newtonian fluid of
rate G (Fig. 1). The instantaneous particle velocity is the ViSCOSity . F, is a dimensionless damping coefficient ac-

sum of two contributions: counting for the presence of the wall. The influence of
rotation on translational diffusion was neglected. As dis-
U= U+ Ug. (1)  cussed in the Appendix, the error @ is expected to be

lower than~8%. Now, u, and F, may be expressed as

u, is the velocity component that may be described by . : . :
hydrodynamic process and is deterministically related to tha%ljgcljgrq; gfct];cd;ngs:}os;?r;l;etisjn Scﬂhriz?nteoriiglr f?ecseulf[jslss:g-ce

shear rate and sphere-to-surface distange.represents . . !
Brownian motion and must be treated as a random variablé’.IdeOI by Goldman et al. (1967a,b), as displayed on Fig. 2,

We defineU as the average velocity projected along theuh/aG = exp(0.0037644in(8/a)]° + 0.072332In(8/a) |2
flow direction during a time intervalAt. We define

Pu.ad?dzas the average fraction of time intervill during + 0.54756In(6/a)] + 0.68902, (5)
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DIVENSIONLESS VALUE bility for a particle to move downward from above would be
smaller than for a particle to move upward from below.
Fz These conclusions hold for alvalues and arbitrarily small
step size, and hence would result in particle concentration at
t the chamber floor in the former case, and in the mid-plane
10 | AN » of the flow chamber in the latter case, neither of which is
Fx AN yd Boltzmann distribution. An alternative argument is that the
AT \ // net exchange of Brownian particles between two neighbor-
\’2{ ing layers should be zero for the system to be at thermody-
i ] i ~2N namic equilibrium. However, evaluating the diffusion coef-
U/aG - ficient either at the beginning or the end of the step
“/r“‘"// transition would lead to a downward or upward net particle
flux.
0.1 A reported way of dealing with this problem consists of
104 103 102 10-1 1 10 adding a driftVD - At to the particle displacement in Eq. 3
S/a (Ermak and McCamoon, 1978; Brune and Kim, 1994).
_ _ _ Another tentative way of solving this dilemma would be to
FIGURE 2 Steady motion of a sphere driven by a laminar shear flow . . . . . .
near a plane. Numerical results from Goldman et al. (1967) are shown fo?yaluate the diffusion c_oeff|C|ent in the middle Of_ the_Step
the damping coefficients, (circles andF, (triangleg, and dimensionless ~ displacement. In practice, however, the step size is not
velocity U/aG (squarey. These data were interpolated with cubic known before it is simulated from a random number gen-
polynoma obtained by least square fib(tinuous line erator that requires the value of diffusion coefficient as
input for its probability distribution. Our solution is to
convert the stochastic process of normally distributed step
F, = exp(0.00332In(8/a)]° + 0.019251In(8/a)J? size to an equivalent random walk process of constant step
sizel with random jump frequencies. The key idea of our
~ 0.18271In(3/a)] + 0.32747. 6) simulation is to use different frequencies for upward and
The motion perpendicular to the plane cannot be simudownward jumps. Thus, the sphere-to-surface distahce
lated in the same way because the diffusion coefficient igvas written as (2+ 1)I/2, wherei is any positive integer.
dependent on the coordinate. If the hydrodynamic inter- The motion was then fully defined by the choice of transi-
action between the sphere and the wall is accounted for bijon frequencies between neighboring positions.
using a spatially varying diffusion coefficient, the Lange- In a homogenous medium, it is readily shown from
vin-type approach exemplified by Eq. 1 becomes meaningknown random-walk properties that the root mean square
less because it is not known which values must be used fatisplacement during timewould be (2t)*4, wheref is the
D. Is it the diffusion coefficient at the beginning, the end, orjump frequency. Because this is also equal t®tf2?
even the middle of the elementary displacement? (van KamwhereD is the diffusion coefficient is related td through
pen, 1981; Risken, 1989). This question is not trivial, be-the simple formula,
cause, although it may seem counter-intuitive, the differ-
ences resulting from different choices actually will not
vanish asAt becomes indefinitely small. Indeed, as shown

gg?t\ilr\: (Flgdir??)(;flf;nne :tsees Ezs (illjfusg?ezoifﬁc;rg 3;t1he jumps, we defind (i) andf_(i) as the respective frequen-
Kam gnp1981 nd éi K 2 1989 gt% iligri m distrib cies for jumps from positionto positions ( + 1) and ( —
~ampen, a isken, ), the equ ’u ' distribul 1). The requirement for thermodynamic equilibrium be-
tion of the particle will differ from Boltzmann’s distribu- I : :

. - ; . - . . tween positions andi + 1 requires that

tion. This is obviously in contradiction with basic thermo-

100

f = D/I2. @)

Now, using different frequencies for upward and downward

dynamic principles. (P.B. is indebted to Dr. Jacques Prost f.()=f(i+1) (8)
for introducing him to this difficulty, that is known as the
It6-Stratonovich dilemma.) for any positioni. This amounts to using, for the diffusion

The reason for this problem may be explained as followscoefficient, the value at the middle between departure and
If the diffusion coefficient is to be evaluated at the begin-arrival at any step. This principle may also be used to
ning of the step transition, a particle at heighwould have  simulate the vertical motion of a sphere subjected to an
a greater probability to move downward 20— Azthan a  external forceF. Using Einstein’s relationship, the mean
particle atz — Az to move upward t@ becauseD,(z) > velocity imparted on particles iED/kgT, which may be
D,(z — A2) [assuming thai\z is positive]. Conversely and accounted for with a jump frequency BD/IkgT. Further,
for the very same reason, if the diffusion coefficient is to bethe diffusion coefficient may be written aB%F,. The
evaluated at the end of the step transition, then the probalamping coefficient, can be expressed by approximating
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numerical results from Brenner (1961) supplemented wittSurfaces
the limiting form obtained at short distance with lubrication
theory (Dimitrov, 1983), a result that was tested experimen
tally (Georges et al., 1993),

Streptavidin-coated spheres (2.8- and drd- diameter,
1300-kg/n? density) were provided by Dynal (Dynal
France, Compigne, France). According to the supplier,
F, = exp(0.005768HIn(8/a)]® + 0.09223%In(5/a) 2 binding sites were scattered in a layer of 6-nm thickness.
The flow chamber floor was obtained by cleaving mica
—0.52669In(8/a)] + 0.76952. (9)  (Muskovite mica, Metafix, Montdidier, France), to obtain a
) ] on2 smooth surface at the subnanometer level. In some experi-
Parameters . (i) and f_(i) were then equated /I°F,,  ments, surfaces were coated with biotinyl-glyis; peptide

using foré the valuesl and { — 1)I, respectively. Thus, at 55 previously described (Pierres et al., 1998d).
each time stept, the vertical displacememtz was deter-

minated as a sum of three random processes: 1) upward

jump with probability f, (i)At, 2) downward jump with Flow chamber
probability f_(i") At (i’ isi ori + 1 depending on the
preceding step), and 3) downward jump with probabifly
AtIF,, whereV? is the sedimentation velocity at distance
from the plane, which is readily calculated as [(4/8Y(p —
pw)9l/[67ual, whereg is the acceleration of gravity.

In some cases, a fourth term was added to account for v,
der Waals attraction between the sphere and the plan
Using Derjaguin approximation (Israelachvili, 1991), the
attraction force isA,a/68%, whereA,, is Hamaker constant.
The transition probability is thus,At/36muF,l.

The flow chamber was custom-made by Satim (Evenos,
France). It was made of a plexiglas block bearing a cavity of
0.1 0.6 X 20 mn? surrounded by a toric gasket. The floor
was made of mica sheets that were maintained against the
aglasket with a screwed steel plate. The flow was generated
with a 1-ml syringe mounted on an electric syringe holder
?Razel, supplied by Bioblock, lllkirch, France). This appa-
ratus was driven with an asynchronous electric motor en-
suring smooth motion.

Most experiments were performed in phosphate buffered
solution. In some cases, 6% dextran (500,000 MW, Phar-
macia, Sweden) was added. Viscosity was thus increased
sevenfold, as measured by monitoring the gravity-driven
flow through a syringe needle (Benoliel et al., 1994).

Now, instead of considering a single particle, let us consider The chamber was set on the stage of an inverted micro-
an assembly of diffusing spheres withparticles at position scope bearing a custom-made plate allowing easy position-

Equivalence with standard diffusion equations
and previously reported algorithms

i. The variationAn; after an elementary time step is ing. Observation was done with a video camera (we used
_ _ either a standard STM-M 108CE videocamera, Sony, sup-
An = [(nioy — m)f_(i) — (0 = nip)f () + V(i plied by Bioblock, France, or an LHR 712 rapid videosys-

F.( + 1) — n/F()]AL  (10) tem (Lhesa, Cergy-Pontoise, France).

The limit of Eq. 10 whem\t andl vanish is easily obtained
by replacingAn/At with gn/ot and differences such as —
n,_, with their derivatives such d$n/oz. We obtain Images were stored on videotapes and later processed with
a PCVisiont real time digitizer (Imaging Technology, Bed-
an/ot = laloZf,lanlaz] — a(VonIF,)/9z. (11)  ford, MA, supplied by Imasys, Suresnes, France) mounted
) ) on a desk computer. The even and odd fields of each picture
Using Eq. 7, we obtain were separated, yielding 50 images per second with a stan-
dard videocamera, and a typical pixel size of 0.24 and 0.34
wm along the horizontal and vertical axis, respectively, with
Thus, our simulation procedure is fully consistent with & 40< objective. A custom-made software written with

standard diffusion theory, and amounts to adding a dri1;tassembly language allowed particle tracking with real-time

velocity equal tooD/dz to the random motion of particles determlnatlon of the coordinates of the |ma'\ge'center of
(Ermak and McCammon, 1978; Brune and Kim, 1994) gravity and surface area. We also used a rapid videosystem

yielding 50 interlaced pictures per second. Each picture
represented either a full-size microscope fieldnostrips
EXPERIMENTAL PROCEDURES parallel to the m.otion with reduced height apdold in-
crease of sampling frequency. After separating even and
Our basic apparatus was described in previous papersdd fields, the sampling frequency was thus 200. It was
(Pierres et al., 1996a,b) and only essential features will bpossible to perform at least 200 position determinations per
recorded. second with a computer endowed with a 80486 micropro-

Image processing

an/ot = alaZlDan/az — nV2IF,]. (12)
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cessor operated at 20 MHz frequency. The standard error game analysis software as was used to process experimental

x-coordinate determination, as obtained by observing restdata.

ing particles, was better than 0.2 pixel (Pierres et al., 1997). In some cases, the rate of approach to equilibrium was

A typical trajectory consisted of 200—400 sets of positionstudied by considering the local particle concentratioat

(includingx andy coordinates, and particle area allowing to heighti and replacing stochastic jumps with deterministic

check the validity of analysis). A typical experiment yielded variations,

50-100 trajectories corresponding to about 20,000 posi-

tions. A =[f.(c—c)+f(c.—c)JAt.  (15)
Under standard conditions, trajectories were processed

for determination of the average velocity for a typical

period of eight elementary steps (i.e., 160 ms—see beRESULTS

low), and the average acceleration was derived from the

velocity change during two sequential 160-ms intervals Determining the optimal time step

Typical plots of particle position and velocity as functions
of time are exemplified in Fig. 3\ andB. Random fluctu-
ations in velocity are clearly evident when positions are
An approximate determination of the wall shear rétevas  ~ measured over 40-ms intervals, but less severe when they

Direct determination of the wall shear rate

achieved by using the standard formula, are calculated over 160-ms intervals (Fig. G,and D).
Velocity fluctuations reflect the Brownian motion rather
G = 6Q/wl?, (13)  than random measurement errors, because the measured

velocity variations of stationary particles that adhered to the

wereQ is the flow rate, andv andh are the chamber width .
. . ) . . chamber floor are about fivefold smaller than those of freely
and height, respectively. However, it was found that wide . . .
moving particles (Fig. 3C andD).

L . . 0 .
variations ofG (sometimes higher than 40%) might occur Similar randomly fluctuating velocities can be gener-

on changing the chamber floor. This could be accounted fozr;lted by simulations, which reveals that the particle-to-

by variations of the chamber height, as evidenced by Se_urface distancs also appears as a random process (Fig.

quentially focusing on the upper and lower edge and usin . )
the micrometer screw of an Axiovert 135 (Zeiss) inverted A). Our goal is to rqute% to the measured velocmyi_. o
The presence of Brownian motions makes a deterministic

microscope. ; . . .
In some cases, direct determination®fvas achieved relationship such as Eq. 5 impossible. Therefore, we want
to derive the density distribution af from the average

by monitoring small spheres (Lm diameter) with a 63 SR ) i . i
a\_/eI00|ty in a given time intervalAt. The choice ofAt

immersion length (to decrease the field depth) and me ) )

suring the displacement rate of typically 30 beads in2/f€cts the correlation betweenand U. The time-step

sequential planes separated by equal intervals. Note th&{Z€ Was thus chosen to maximize this correlation. As

the actual distance, between these planes could be shown in Fig. 4B, the cross-correlation function achieves
a

obtained with the micrometer scale of the microscope? maximum att ~ 0.1 s. Indeed, the biphasic depen-
using the formula dence of the cross-correlation an reflects the effects of

two competing requirements. Firsht should be suffi-
e, = en,/n,, (14) ciently small to limit the Brownian fluctuations in the
direction, the root mean square of which isD(At)*2
wheree, is the displacement of the objective (read on thesecond, the averaged velocity over At should be as
micrometer scale), ana, andn,, are the refractive index of  ¢jose to the hydrodynamic velocity as possible. In other
oil and water, respectively (i.e., 1.50 and 1.33). Eq. 14 stem§,ords, the ratio of the diffusive velocityD(At)2 to uj,
from the well-known property of a plate of refractive index shoyld be minimized. Based on the simulation results of
n and thicknes® to translate an image bs(n — 1)/n. Fig. 4, At = 0.16 s was used for measuring velocity and
acceleration in experiments.

Computer simulation

All simulations were done with a Pentium-basgd (500 MHZ,)ReIationship between acceleration and velocity

desk computer. The standard procedure consisted of starting

50 particles at varying height (usually between 50 and 10@Previously, Pierres et al. (1998c) reported the use of an
nm from the surface). Each trajectory consisted of 800 stepempirical relationship between the ensemble averages of
of 20-ms duration. Each step was generated as a sequencepgirticle acceleration and velocity to determine the shear rate
100 “microsteps” of 0.2 ms each that were obtained follow-and Hamaker constant. In the present work, we further
ing Egs. 1-9. Simulated trajectories were studied with thénvestigated the theoretical basis of the acceleration versus
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FIGURE 3 Representative trajectories. The motion of spheres ofui8iameter driven across a microscope field by a wall shear rate of 10220 s

was monitored and the particle position was determined with a sampling

frequency of.§B)sThree representative curves are shown. Part&@levas

close to the surface, whereas particlesdnd €) had not completely sedimented)(Average velocities were calculated over 80-ms periods. Although
all particles displayed random velocity fluctuations, sedimentation of partisjes(l €) results in progressive velocity decreasg). The average velocity

of a sphere moving along a biotin-derivatized surface was determined
fluctuations. D) Same as(). Velocity is averaged over 160 ms.

velocity curve. In the absence of Brownian motion, the
particle acceleration can be easily calculated:

v« = [duy/dz][dz/dt]
~ [(0.011293 IA(8/a) + 0.144664 I6d/a) + 0.54756u;,
B )

F, |’

where Eg. 5 has been used to calculatg/drz and F, is

|

(16)

over 40 ms. An arrest is clearly asisdhle With immediate reduction of

erations were obtained at small velocities (Fig. 6). These
discrepancies highlight the significance of the fluctuating
velocities. Intuitively, due to the fluctuations along tke
direction, when velocity is smaller than average in one
instant, the odds for an even smaller velocity to occur in the
next instant should be smaller than for a larger velocity to
occur. Similarly, when a large velocity is observed, it is
more likely to observe a smaller velocity than an even larger
velocity the next time. This results in, on average, a negative
correlation between acceleration and velocity. Likewise, the
Brownian motion in the direction should also contribute to

given by Eqg. 9. These predictions, which are based on théhe acceleration versus velocity curve (Eqg. 12). This sug-
deterministic hydrodynamics (Fig. thick line) clearly de- gests that the acceleration versus velocity curve captures
viate from the experimental curve obtained by pooling 348mportant statistical properties of the Brownian motion un-
particle trajectories (Fig. 6open squarés Thus, Eq. 16 der consideration. Thus, to test our simulation algorithm for
predictsy, < O for all velocity values, yet positive accel- diffusive motions of Brownian spheres in a shear flow near
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FIGURE 5 Physical significance of acceleration curves. The accelera-
0.75 A tion curve predicted by deterministic Goldman’s theargritinuous thick
) P AN line) is shown. Acceleration curves were also derived from simulated sets
’ \ of trajectories that were built without any Brownian motiair¢les), with
/_// Brownian motions along axis only @iamond$ or along z axis only
0.50 (triangley, or with Brownian motions along botlx and z direction
/ (square’.
0.25 ///
- In situ determination of the wall shear rate
0 0,001 0.04 01 3 We wish to determine the distribution of particle-to-surface
B ’ ) STEP (second) distancez from the distribution of particle velocity. As will

be discussed shortly, the probabilly, ,(2) is highly sen-
FIGURE 4 Tightness of correlation between particle velocity and
distance to the wall.A) The trajectory of a sphere (2,8m diameter)
was simulated with elementary steps of 0.0001 s. Every 0.02 s, the
particle distance to the walls] and average velocity during the 80 _dUldt I-Imlsz
previous 20 mss were recorded. The variations of paramétgiscles,
right ordinate) andU (crossesleft ordinate during a period of 0.8 s are

shown. B) The correlation coefficient between particle distance to the 40
surface and average velocity during a time sfdpvas determined on
simulated trajectories. The correlation was maximum for a time interval 26

of order of 0.1 s.

a wall, simulated and measured acceleration versus velocity - 29
curves were carefully and systematically compared.

Four sets of simulations were performed with results
shown in Fig. 5: without Brownian motionscicles),
with Brownian motions in thex direction only (ia-
mondg, with Brownian motions in the direction only
(triangle9), and with Brownian motions in botk and z U uimis
directions gquare3. As expected, simulations in the FIGURE 6 Acceleration curves comparing experimental and computed
absence of Brownian motions reproduce the dEtermmlsugata In a representative experiment, 348 spheres were monitored for
relationship given by Eq. 16. The addition of Brownian determination of the acceleration cunagare}. Vertical bars represent
motions in thez direction resulted in positive acceleration standard error of the mean. The zero-acceleration velocity was k7§
in the low-velocity regime. Inclusion of Brownian mo- yielding a wall shear rate of 18.8°'§ This value was used to simulate a

series of 50 trajectories as explained. Simulated trajectories were processed
tions in bothx andz directions ylelded an acceleration similarly to experimental ones. The simulated acceleration cumien{

curve in good agreement with experimental data (Fig. 6gjeg closely resembled the experimental ones in the region of interest,
Crosseﬁs surrounding the zero-acceleration point.

-40

-80

[
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sitive to the wall shear rat8. Although, in theoryG canbe  ber floor, allowing a value o6 = 11.4 s * to be estimated
easily calculated from the flow rate and the chamber geomfrom the slope of the line (Fig. 8). An independé&htalue

etry, its experimental values were found to vary over a wideof 12.2 s * was determined by using the method of accel-
range ©40%) when the chamber floor was changed ineration curves, built by using the 109 particle trajectories
repeated tests. This is due to uncontrollable variations in theecorded in the same chamber, which is in good agreement
chamber height despite that each time the flow chamber wasith the value measured directly.

reassembled carefully with identical screw turns. Therefore,

a method is needed to precisely measure the wall shear ralL:eff
in situ after the installation of the flow chamber. Our
method is based on the dependence of the acceleratioNe attribute the negative statistical correlation between
versus velocity curve orG, as determined by computer acceleration and velocity as a property of Brownian motion.
simulation. As shown in Fig. 7, numerical results suggest

that the velocityU, corresponding to zero acceleration is

proportional to the wall shear rat8. The coefficient of &

proportionality, 0.943wm for the data shown, depends only

weakly on the initial distribution of particle-to-surface dis-

tance, with the values being 0.954, 0.936, 0.498, 0.930, and ‘?

0.912 um for five sets of particles (50 per set) initially

located até = 20, 50, 100, 200, and 500 nm above the

chamber floor. Thus, the wall shear rate can be determined —

in situ from thex-intercept of the measured particle accel- ' ' _— '
eration curve.

The validity of the above method was tested by directly
measuring the wall shear rate after 109 particle trajectories
had been recorded. The microscope was then sequentially A =
focused on planes located between 0 andu#®b from the —
chamber, and the velocities of 30—40 particles in each focus
plane were measured. As expected, the mean velocity of the
particles was proportional to their distance from the cham-

ect of viscosity

VELOCITY pm/s

400
d{U/aG)/dt
1 300
0.5 200
0 100 /
- 0,
05 10 20 30 40
B Z um
-1
FIGURE 8 Direct determination of the wall shear rate. Spheres of mi-

0 0.25
crometer size were subjected to a laminar shear flow in a double plate

chamber. The microscope was sequentially focused on planes located away
from the wall by increasing distances, as determined with the micrometer
FIGURE 7 Dependence of acceleration curves on shear rate. Computecrew. The sphere velocity was determined by calculating the distance
simulations were performed by generating a series of 50 random trajectdetween two images corresponding to the two fields of each interlaced
ries of 800 points at eacB value, with an initial sphere-to-surface gap picture. @) Two interlaced fields are separated by a 10-ms interval,
ranging between 50 and 100 nm. Acceleration was obtained by calculatingorizontal bar length is 2.;5um. Spheres that were located in the focus
the velocity difference between two sequential 160-ms intervals and plotplane @arrow) were easily discriminated from those that were out-of-focus
ted versus velocity for a wall shear rate ofdigmond$, 10 (square$, 20 (double arrow. (B) The average velocity was determined on about 35
(crossey 30 (riangles and 40 s* (circles). The velocityU, correspond-  spheres in each plane, and mean values were plotted versus distance to the
ing to no acceleration is close to 9.481/s Uy/aG = 0.67). Sphere radius  chamber floor. Vertical bar length is twice the standard deviation. The wall
ais 1.4 um. shear rate was calculated as the slope of the regression line.
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This contention was tested by comparing the measured and FREQUENCY
predicted effects of the medium viscosity. Higher viscosity 1
is expected to lower the contribution from the fluctuating
velocity due to increased damping. This results in a broad-

ened shallow region aboull, in the acceleration versus

velocity plot (Fig. 9). The agreement between experimental 0.1 \
data and simulation also provides further support of our
model.

0.01 - ——
Equilibrium distribution of particle heights in a \
quiescent fluid

At thermodynamic equilibrium, the particles should obey a

0.001 y

Boltz_mann distribution the expre_ssion of which can be A 0 50 100 1%?STAN ég?nm} 250
obtained as the steady-state solution of Eq. 12:
n(z) = neexp(—z/hg), (17a) \ _CONCENTRATION
where
hs = ks T/[(4/3)ma(p — pu)g]- (17b)
0.1

This general prediction from statistical mechanics provides
us with a useful tool to check our model. Simulations were
performed for particles of a radius of Ludn and density of
1300 kg/n? (yielding hy = 122 nm at room temperature)
dispersed between two horizontal planes separated by a
distance of 250 nm. The concentration profile was recorded
after 20,000 elementary steps of 0.1 ms each. As shown in
Fig. 10A, excellent agreement was obtained between Eq. 17 0001t

and the simulated particle distribution. 0 50 100 150 200 250
B DISTANCE {nmj

0.01 -

FIGURE 10 Simulation of the diffusion of an assembly of spheres near
dU/dt pmlsz a wall. (A) Two different algorithms were used to simulate the Brownian

30 diffusion of a sphere (1.4m radius, 1300-kg/rhdensity) perpendicularly
to a wall in aqueous medium (0.001-Pa.s viscosity, 1000-kglemsity).
20 Standard Egs. 1 and 2 were used to generate 1,000,000 random steps of 0.1
L ms each. The diffusion coefficient w&$/F,, and the damping coefficient
" F, was calculated with Eq. 9, using for the sphere-to-surface distance the
16 L instantaneous value preceding each step. Z'tiistribution, as shown on
thick continuous line, is markedly different from expected Boltzmann's
0 | N - distribution (thin continuous line). In contrast, a simulated distance distri-
= '_-_',"ﬁ.\. a® = bution obtained with asymmetrical transition probabilitiéisidk broken
= " ou line) closely matched Boltzmann's distributionB)( A simulation was
-10 | performed to study the diffusion of an assembly of buoyant spheres starting
at 125-nm height in a region limited by two horizontal planes at 0 and
-20 | 250-nm height. The concentration profile is shown after 1GB&K con-
tinuous ling, 2000 @otted ling, 5000 proken ling and 10,000 dot-dash
.30 line) steps of 0.1 ms. The equilibrium Boltzmann concentration is shown as
0 5 10 15 20 25 30 a thin continuous line.
U um/s

FIGURE 9 Effect of medium viscosity on acceleration plots. The motion ~ As discussed in the theoretical section, it was important to
of 39 spherical particles (1.4m radius) was studied in dextran solution eyaluate the diffusion coefficie,(2) at the mid-value of
with seven-fold increased viscosity as compared to water. The acceleratiogach random displacement step in the simulation of diffu-
plot was determined and experimental data are shown (data) together with. . . h . . —_

the simulated curve. Clearly, damping Brownian motion dramaticallySI_On_In thez d'reCtlon' Otherwise, the SImUIE_lte(_j eq_umbrlum
decreased the slope of the acceleration curve in the neighbourhaberof  distribution will deviate from Boltzmann distribution. The

Uo. verification of this contention is also shown on Fig. AQ
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where the particle height distribution at 100 s (1,000,000 FREQUENCY
steps) simulated using drag coefficién{z) evaluated at the 1
beginning of the step transition is plotted, which is evidently
very different from the Boltzmann distribution.

It was interesting to determine the amount of time re-
quired for Boltzmann distribution to be obtained after drop-
ping particles near a surface. As shown in Fig.BlOa
minimum time of~1 s was required to reach equilibrium. -y

0.1

0.01 PRy
2
The particle height distributions at givaaG are exem- ~ \.}:h . " .
plified in Fig. 11A. These data were obtained by simulating A°-°°1 0 50 100 150 200 250
the motion of a particle for a long period of 3200 s, with the 5 nm
z coordinate recorded every 0.1 ms and the velocity calcu- FREQUENCY
lated every 160 ms. It is evident th&, cA«(2) is very
sensitive tdJ/aG; thus, the mean height varies fron20 to
41 nm whenU/aG increases from 0.50 to 0.60. This em-
phasizes the importance of determini@gwith high accu- 104 |
racy. Also, the broad distributions shown on Fig.A&re
consequences of Brownian motions, because the hydrody-
namic theory predicts a single particle height for a given 10
U/aG value.
Typical velocity histograms are shown in Fig. B1The
simulated particle trajectories give rise to a less scattered 102 |
velocity distribution than that measured in the flow cham-
ber, probably due to the broader distribution of initial par-
ticle heights in the experimental case. No attempt was made B 10 o 0 GB'A
to extend the range of glmulated velo.cmeg since the greater VELOCITY pmis
scattering of the experimental velocity histogram may be
partly due to measurement errors. FIGURE 11 Relationship between sphere velocity and distance to the
The total probability distribution of particle heights in a wall. (&) The trajectories of spherical particles subjected to a laminar shear
representative experiment was calculated by combining th#éow with a wall shear rate 10°s was simulated by generating 136 107
calculated conditional probabilit?u,aem(z) with the ex- sequential steps of 0.1 ms each. The probability density of the sphere-to-

. . s . . - . surface distancé was thus calculated as a function of the dimensionless
perimental velocity distribution. Itis evident from Fig. 22 velocity U/aG over a 160-ms time interval. Probabilities are shown when

that particle heights follow a Boltzmann distribution ap- 56 spans the following intervals: [0.40, 0.45jléck diamondj [0.50,
proximately when they are moving with the fluid with a 0.55[ plack square} [0.60, 0.65[ black crosses [0.70, 0.75[ black
nonzero hydrodynamic velocity,,. As expected, such an triangleg, and [0.80, 0.85[ lflack circleg. Rectangles dpen symbojs
equilibrium distribution does not depend on the mediumr_epresent the distribution obtained with c_iett_armi‘nistic Goldman’s equa-
viscosity despite the fact that bofh,(2) and particle tllgng ;TQE nr:ren?nzso#ssf )1ZT6tr;em(,jlzsszeg5élzs tﬁ'ﬁ‘,’t'7°7n_z+wgfsrisrﬁ? Z%e'y
velocity distribution change with viscosity and particle size 156 g+ 43.9 nm. B) Typical histograms of experimentaiquared and
(not shown). Also, when particles of a larger radius (2.25computed friangles velocity distributions are shown.
wm, corresponding thg = 29.5 nm) were used, Boltzmann
distribution was also obtained (Fig. 12).

The Boltzmann distribution is expected after the particlegesulted in an increased particle concentration near the
have achieved thermodynamic equilibrium. Deviationschamber floor.
from Boltzmann distribution were observed, which were
more severe near the wall, especially with particles of
larger radius and when they were moving in a more visco
fluid. That these discrepancies were due to incomplete sedFhe measurement errors may also contribute to the accel-
imentation was confirmed by the next experiment. Heregration versus velocity curves. Because the acceleratibn at
particles were first delivered to the chamber and allowed tas calculated asx{t + At) — 2x(t) + x(t — At)]/At? an
sediment in a quiescent, highly viscous fluid for 10 min overestimated (or underestimated) valuexigy would lead
before restarting the flow. As can be seen in FigBlzhis  to an underestimated (or overestimated) acceleratian at

Particle height distribution in a shear flow M

Pads
/

105 _

ua%nfluence of position measurement errors
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FIGURE 13 Effect of measurement error on the accuracy of sphere

FIGURE 12_ Dlstrlbgtlon of Sp,he'e to surface dlstgnce%) (n. twq localization. A) Series of trajectories of spheres subjected to a wall shear
representative experiments, series of spheres(@dadius) moving in 410 6 10 5% were simulated with addition of a normally distributed

normal aqueoussuare$ or more viscous (sevenfold enhanced viscosity, random error in position determination. Acceleration plots are shown with

grcles).solu;londyve.rg rponltc;red a(r;pl veloc% d'Zt“bUé'Ol_” was used t0 o o4 oo square error of 8quare$, 44 nm €rossek 100 nm frian-
etermine the distribution of coordinates. The dotted line represents o4 "150 1\ gircles, and 250 nm giamonds. (B) Simulations men-

Boltzmann’s distribution. The frequency of spheres closest to the wall iSioned in Fig. 12A were used to determine the probability density of

lower in viscous medium, in accordance with the expected decrease Qfici- o5 to the wall as a function of average velocity over 160-ms
sedimentation velocity B) Series of spheres (2.28m radius) moving in intervals. The distribution o is shown wherU/aG is comprised between

normal aqueousopen squargsor highly viscous gpen circle$ solution ~0.35 and 0.40. The root-mean-square error in distance determination was,

wer_e monlt.ored'anc_i the helght dens@ dlstrlbuuon' is shgyvn. _Thg d'St”'respectiver, 0drossel 44 nm 6quare, and 250 nmdircles).
bution obtained in highly viscous solution after 10 min equilibration is also

shown plack circles.
The influence of position-measurement errors on the par-

ticle height distribution is shown in Fig. 12 Again, mea-
This also results in a negative correlation between accelesurement errors with a standard deviation of Ou2b, but
ation and velocity. To determine such effects quantitatively hot those witho, = 0.044um, lead to a substantial change
a normally distributed error with zero mean, and givenin Py,cad2-
standard deviatioro,, was added in the simulations of
displacement in the direction. As shown in Fig. 13,
addition of large measurement errors, (= 0.25 um)
yielded a noticeable change in the acceleration versus veSimulations presented so far assumed no particle—surface
locity curve, resulting in & /G ratio of 1.08um. However, interaction. In reality, van der Waals forces do exist, which
measurement errors as small as those estimated from ouoray affect particle motion near the wall. As pointed by
experimental system (i.es,, = 0.044m) showed minimal  Pierres et al. (1998c), such weak interactions can be ana-
effects (Fig. 13). lyzed by using the acceleration versus velocity curve. In-

Estimate of the Hamaker constant
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deed, because the sedimentation force in our experimentakbtween 0 and IG° J. In comparison, the ratit),/G
system is only~34 fN, a method that allows accurate decreases with increasingy, (Fig. 14B). Thus, ignoring
measurement of the sedimentation pattern and the changan der Waals forces may result in errors in the in situ
thereof should, in principle, enable detection of forcesdetermination of the wall shear rate. Conversely, combining
within the tens of femtonewton range. Using computerour analysis with an independent measurement of the wall
simulations, we explored the effect of van der Waals forcesshear rate might allow for an accurate determination of the
F = A,a/(66%), on the particle motions. As shown in Fig. Hamaker constant. Because simulations with no particle—
14 A, particle height distribution is insensitive to the particle surface interaction produced acceleration versus velocity
surface interactions in the range of the Hamaker congtant curves that matched the experimental data (Fig. 6) and
estimated wall shear rates that were in good agreement with
those measured independently, we conclude that van der
Waals forces were negligible in our experimental system, as

FREQUENCY . .
. previously suggested (Pierres et al., 1998d).

Importance of particle size and velocity

0.1 . . . . .
A final point was to determine the values of particle size and

walls shear rate leading to optimal efficiency of our analy-
sis. As exemplified in Fig. 18, increasing the wall shear
rate might markedly improve the efficiency of particle-to-
surface distance determination by reducing the relative im-
portance of diffusion in horizontal displacement. However,
this finding may be difficult to apply to the analysis of

0.01

0.001
A

b

20 30 40 50 60 70 80
DISTANCE (nm)

¢ 10

duidt (umis2)

molecular interactions, because adhesion efficiency studied
on many molecular models often displayed drastic decrease
when particle velocity was increased.

Also, increasing particle size might decrease diffusion
coefficients. As exemplified on Fig. 15, this results in
better determination af coordinate. However, because the

10 force exerted on surface-bound particles is proportional to
the square of the particle radius, increasing the particle
radius might result in excessive disruptive force that might
prevent adhesion.

‘Q\L
-10 ! \\ CONCLUDING REMARKS
A% Computer simulation may be a powerful tool for deriving
optimal information from experimental data. In the present
-20 work, we describe an algorithm allowing extensive analysis
0 5 10 15 20 . . .
B of the motion of buoyant Brownian spheres moving near a
U umfs . .

surface in the presence of a laminar shear flow and van der
FIGURE 14 Influence of sphere to surface interaction on motion anal—vvaaIS forces. The main points of the StUdy are 1) expen-

ysis. (A) Simulations were performed to generate a series of trajectories ofeéntal check of 'the validity of our simulation, which can
spheres (1.4sm radius) subjected to a wall shear rate of 208.Sphere-  rarely be done with other models, 2) presented data provide
to-surface interaction was described with a Hamaker constant@b8s-  an intuitive grasp of the motion, which is made very com-

e9, 10 ** (squares, 10 * (diamond}, and 10 (triangleg Joule. The  picatad by the combination of Brownian fluctuations and
probability distribution of sphere-to-surface distance was determined Wherp

U/aG was between 0.4 and 0.5. Clearly, the relationship between apparemydmdynamlc '”ter‘?‘C“O” between parthIeS and_surfalce' 3)
velocity and distance to the sphere was not strongly influenced by spherd€ €mphasize the interest of studying the relationship be-
to-surface interactionB) Acceleration curves were generated by computer tween particle velocity and acceleration, which allows in
simulation using an Hamaker constant of €qgarey, 0.02 X 10*°  sjty determination of the wall shear rate and visualization of
(crossel 0.07 x 10 ** (triangleg and 0.2x 10 *° (circles Joules. 4 der Waals forces, and 4) the importance of selectable
Clearly, the no-acceleration velocity, was markedly influenced by van ’ . . .
der Waals interactions, and the overall shape of acceleration curves wﬁarameters Suc,h 'as pamCle Size and, wall Shear,rate IS
analysed, and it is shown that recording the motion of

markedly altered when the Hamaker constant was 0<020°2° J or ! : |
higher. micrometer-sized spheres with 0.1 second and 50 nm reso-
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between theoretical predictions and experimental accel-
eration curves provided a first check of the validity of
our approach.

. A more direct test was performed by showing that the
derivation of the wall shear rate without the use of any
fitted parameter yielded fairly accurate results.

. Finally, the accordance between particle distribution and
Boltzmann’s law may be considered as satisfactory, be-
cause the lower-than-expected particle concentration
near the surface may be accounted for by incomplete
sedimentation.

Note that these experiments provided a quantitative test for
the validity of both our simulation algorithm and Goldman’s
relationship between particle velocity and distance to the
surface. Our conclusions are consistent with elegant exper-
iments made by Georges et al. (1993) with an original
surface force apparatus, suggesting that macroscopic flow
equations remain valid when considered distances are
higher than the size of solvent molecules (i.€0Q.2-nm
diameter for a water molecule).

Second, the curves shown on Fig. B@larify the con-
sequences of diffusive heterogeneity with respect to the
approach to equilibrium. If particles are introduced in a
bounded box, they will first concentrate toward regions
where the diffusion coefficient is highest, resulting in non-
uniform distribution. Then they spread more slowly toward
regions of slow diffusion, until concentration is uniform.
However, in a boundless region, particles will diffuse to-
ward regions of high diffusion constant, until the concen-
tration vanishes everywhere, thus resulting in an anisotropic

FIGURE 15 Dependence of velocity/distance relationship on basic Paflux that does not contradict thermodynamic principles be-

rameters. &) Simulations were performed to determine the sphere-to-
surface distance distribution wheld/aG was between 0.40 and 0.45
(broken line¥ or 0.50 and 0.55dontinuous linesand the wall shear rate
was 10 s (square} or 20 s (circles). The means and standard devia-
tions of displayed distributions are, respectively, 13.8.3 nm and 10.3

+ 6.3 nm proken lines 10 and 20 s*) and 20.5+ 14.6 and 20.4+ 12.3

nm (continuous lines10 and 20 s?). (B) The sphere-to-surface distance
distribution was determined when the dimensionless velddigG was
between 0.40 and 0.4Broken line§ or 0.50 and 0.55dpntinuous lines
and the sphere radius was Ju#h (square$ or 2.25um (circles).

lution in presence of a hydrodynamic flow with a wall shear
rate of ~10 s * allows one to monitor particle-to-surface
distance within the 10-nm range and detect sphere-to-su
face attraction with about 10 fN sensitivity.

First, our model allowed a fairly direct experimenta
check of our simulation algorithm. Indeed, it is often diffi-
cult to check completely the validity of computer simula-

tions, because they often yield information that could not be
obtained by a different method. The following tests were

thus particularly useful:

cause the final concentration is zero everywhere, and there-
fore is uniform.

Third, we demonstrated the interest in analyzing the
relationship between average particle velocity and acceler-
ation. Indeed, it was shown that a quantitative analysis of
the plot obtained by pooling a few tens of thousands of
position determinations allowed accurate determination of
the wall shear rate (Fig. 7) and proper visualization of van
der Waals interactions between particles and surface (Fig.
14). Indeed, because the sedimentation force wa4 fN,
accurate analysis of the particle sedimentation pattern, as
captured by the velocity/acceleration plot, should clearly
allow one to detect interactions in the tens of femtownew-
tons range. The absence of detectable interactions between
particles and surfaces in our experimental model is consis-
tent with the hypothesis that spheres might be coated by a
low-density region (Pierres et al., 1998c,d) with a hydrody-
namic surface at distance from the material surface. Indeed,
a few polymer molecules may suffice to reduce water flow
drastically (Wiegel, 1980). Because experiments were con-
ducted in fairly concentrated electrolyte solutions (with a

1. Increasing the medium viscosity provided a simple wayDebye Hickel length of order of 0.8 nm), van der Waals

of damping particle diffusion, and complete aggreemen

forces might play a dominant role in sphere-to-surface in-
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teractions. Further, simulations demonstrated that, in addi- Translation without rotation near a wallA sphere moving with veloc-
tion to their theoretical importance, velocity/accelerationity U parallel tox axisTis subjected by the fluid to a friction for&€ parallel
plots presented the important practical advantage of a weadR @* and & torquél™ paralel towy,

dependence on particle-to-surface distance distribution. FT = —6muaUF*T, (A1)
This is important, because this distribution is not generally
known, and it may not be feasible to ensure that Boltz- T = 8mua®uT*", (A2)

mann’s distribution is followed in experimental models

where s_|gn|f|cant particle-to-surface adhesion results in lere determined numerically by Goldman et al. (1967a)

net particle flux tOWE;ttrdS the _surface. o Rotation without translation near a walk sphere rotating with angular
Fourth, our numerical studies allow a quantitative assessrelocity Q parallel to Oy (Fig. 1) is subjected by the fluid to a friction force

ment of the information that may be obtained on the rate of" parallel to Ox and a torque” parallel toOy,

bond formation with a laminar flow chamber. According to R 5

our experience, efficient bond formation can be obtained by F* = 6mpaqd, (A3)

driving re_cep_tor-coated mlcrpmeter-5|zed particles al?ng li- TR = —8mua’Q. (A4)

gand-derivatized surfaces with a wall shear rate-@f s .

The force acting on a single bond maintaining a particle at

rest is then of order of only 5 pN (Pierres et al., 1996c),Effect of rotation on the translational friction

which may be low enough to result in minimal perturbation coefficient

of the natural bond lifetime. As shown on Fig.C3 a _
Let us apply a force~ parallel to Ox on a freely rotating sphere. The

partlde stop of~40 ms can be detected under these Condl'translational and rotational velocitiés and () can be obtained with Egs.

tions. The required accuracy for position determin_ation ISA1—A4, by writing that the total hydrodynamic force isF and the torque

about 50 nm (see also Fig. 13). This can be achieved by zero. we find

determining the center of the image of the spherical particle, B o .

but this could not be performed with living cells. In any U = F/(6muaF*'[1 — F*"T<//F*'T*F]).  (AS)

Case*_the morphOIOgmal irregularities of aCt_uaI Ce”S_ result Mrhus, free rotation will increase the diffusion coefficiedy, which is

velocity fluctuations that preclude any detailed motion anal-proportional to the reciprocal value of the friction coefficigfit), by a

ysis. Finally, determining the experimental relationship be-factor F**T*T/F*TT*®. Using the results provided by Goldman et al

tween particle velocity and arrest probability will allow one (1967a), it is found that this factor remains less than 1.8% when the

to derive the distance dependence of adhesion efficiency b ndimensional distand#a between the sphere and the wall is higher than
) . 7 ~8.0032.

a deconvolution procedure relying on computed velocity/

height relationship (Fig. 14). It is thus possible to study

the formation of bonds resisting 5-pN force for 40 ms andeffect of random rotation on translation

study distance dependence of the on-rate with a resolutioph _ her effect of o _ \ational diffusion. Usi
S|Ight|y better than 10 nm. ere Is another effect of sphere rotation on translational diffusion. Using

) . he same kind of reasoning as above, we find that a freely translating sphere
Therefore, the laminar flow chamber may be considere ith angular velocity() parallel towx will acquire a translational velocity

as the first (and perhaps the sole) method allowing directi = aF*R/F*T parallel to Ox. Because the translational and rotational

study of adhesion frequency and distance-dependence béfusion coefficientsD, andD,,, are proportional to the square of random

tween surface attached molecules (Pierres et al., 199y||’spla}cement during a given t_|me interval, |t'm_ay be shown that rotaponal

1998C) Thisis a complex process because this may involv iffusion of a freely translating sphere will increase the translational

’ . . ) iffusion coefficientD, by the value

both convection and diffusion effects (Chang and Hammer, Y

1999), which makes it difficult to relate 2D and 3D binding AD, = (aF*®/F*7)’D,,,. (AB)

rates. Determining such relationship would be important to

improve our understanding of the relationship between Zd'he rotational friction coefficient can be obtained with Eqgs. A1-A4, using
- d di . d affini the same procedure as was used for the translational diffusion coefficient.

assoc_latlon an Issociation _rates’ and affinity CC'nSt‘F’mtﬁinally, we find that free rotation will incread®, by a relative amount of

(Dustin, 1997). Further work is planned to address these

problems with the flow chamber methodology. 6/8(F*R/IF*T)2 X F*T[1 — F*RT*T/F*TT*R], (A7)

Exvhere starred symbols represent universal dimensionless coefficients that

Using the numerical data provided by Goldman et al. (1967b), we find that
the relative increase @, remains lower than 0.06 wheia is higher than

APPENDIX: EFFECT OF SPHERE ROTATION ON 0.0032.
TRANSLATIONAL MOTION

Two possible effects of sphere rotation may be considered: free rotatioMhe expert technical assistance of Ms. Dominique Touchard is gratefully
will reduce the translational friction coefficient, and random angular fluc- acknowledged. P.B. is indebted to Drs. Jacques Prost and Pierre Schaaf for
tuations will result in translational motion. The importance of both effects helpful discussions. C.Z. acknowledges the support of National Institutes
may be calculated with numerical results provided by Goldman et al.of Health grants Al38282 and Al44902 and INSERM “Poste Orange.” This
(1967a). The basis is to superimpose the following two motions: work was supported by a grant from the “Bioinformatics” program.
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