
1876 Biophysical Journal Volume 84 March 2003 1876–1883
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ABSTRACT The effect of temperature on the activation of native fluctuation motions during molecular dynamics unfolding
simulations of horse heart cytochrome c has been studied. Essential dynamics analysis has been used to analyze the preferred
directions of motion along the unfolding trajectories obtained by high temperature simulations. The results of this study have
evidenced a clear correlation between the directions of the deformation motions that occur in the first stage of the unfolding
process and few specific essential motions characterizing the 300 K dynamics of the protein. In particular, one of those
collective motions, involved in the fluctuation of a loop region, is specifically excited in the thermal denaturation process,
becoming progressively dominant during the first 500 ps of the unfolding simulations. As further evidence, the essential
dynamics sampling performed along this collective motion has shown a tendency of the protein to promptly unfold. According to
these results, the mechanism of thermal induced denaturation process involves the selective excitation of one or few specific
equilibrium collective motions.

INTRODUCTION

Molecular dynamics (MD) simulation studies of proteins

have evidenced the complex landscapes over which protein

motions occur (Kitao et al., 1998; Amadei et al., 1999). This

complex basin, populated by the folded conformational state

of the protein, represents, in the new view of the protein

folding process, the bottom surface of the so-called folding

funnel (Dill et al., 1995; Dobson et al., 1998). The equi-

librium fluctuations of proteins in this conformational space

are restricted to collective motions, described by a small and

well-defined set of directions along which atomic displace-

ment takes place (Amadei et al., 1993; Kitao and Go, 1999).

Whenever a perturbation, like an increase of temperature, is

introduced in this equilibrium scenario, the energy flow is

redistributed along the protein degrees of freedom and an

unfolding regime is established. Under these conditions, the

protein fluctuation pattern is modified and large structural

modifications of the native structure MD simulations of

protein unfolding (Shea and Brooks III, 2001; Daggett,

2002; Day et al., 2002), to our knowledge, no attention has

been focused on the analysis of the way in which such

redistribution of the native fluctuations develops during the

unfolding simulation. The aim of the present MD study is to

investigate the dynamics of the early stage of the unfolding

process by the analysis of the collective motions, detected

by essential dynamics (ED) analysis (Amadei et al., 1993).

These motions have been compared with the collective

motions in the native state as we have previously done for the

study of mutational perturbations (Ceruso et al., 1999a,b).

The main question addressed in this paper is the following:

how do collective equilibrium motions evolve along the

temperature-induced unfolding process? To answer this

question we have performed different thermal unfolding

simulations of horse heart cytochrome c (cytc). We use this

protein because its folding/unfolding process has been

largely investigated by plenty of experimental techniques

(Bai et al., 1995; Roder and Elöve, 1994; Marmorino and

Pielak, 1995; Colon et al., 1996; Marmorino et al., 1998; Xu

et al., 1998; Akiyama et al., 2000, 2002). In particular,

Akiyama et al. (2000, 2002), using time-resolved circular

dichroism and small angle scattering techniques, have shown

the presence of two well-defined en route intermediates in the

folding process of cytc. The first one occurs after 160 ms and
is characterized by a low native secondary structure content

(20% of the native one) and a radius of gyration (RG) 1.5

times larger than in folded structure. The second intermediate

occurs after 500 ms and shows a larger content of native

secondary structure (70% of the native one) and a reduced

RG. Finally, the native structure is completely formed after 15

ms. Earlier structural and kinetics studies on cytc folding

process (Roder and Elöve, 1994; Colon et al., 1996), showed

that the structuring of the interface between the two terminal

helices is one of the earliest detectable structural events in

cytc folding, whereas packing interactions with the 60’s helix
are established in a subsequent step.

METHODS

Starting coordinates

The starting structure of the simulations was taken from the 1.94 Å

resolution refined crystal structure of the protein cytc (PDB entry 1hrc)

(Bushnell et al., 1990).

The N-terminal group was acetylated to reproduce the experimental

conditions at which the protein was studied (Bushnell et al., 1990). A
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covalent bond between Met80 and the heme iron is maintained in all the

simulations. Time-resolved spectroscopy experiments have estimated that

the rate of breaking of this bond is 104–105 (at T5 313 K, under denaturing

conditions). That is, the lifetime of this bond is 40 ms (Jones et al., 1993;

Hagen et al., 1997), and therefore, it can be assumed that it remains formed

at all times during our simulations. HIS33 is modeled in its protonated state

(Simonson and Perahia, 1995; Hartshorn and Moore, 1989); HIS18 and

HIS26 are modeled as neutral with hydrogen at the d position. The total

charge was 17 e.

MD simulations

The protein was solvated with water in a periodic rectangular box large

enough to contain the protein and 1.0 nm of solvent on all sides. All solvent

molecules with any atom within 0.15 nm of the protein were removed. Seven

counterions Cl2 were added by replacing water molecules at the most

positive electrical potential to provide a neutral simulation cell. The systems

were subsequently energy minimized with a steepest descent method for

100 steps.

In all simulations the temperature was maintained close to the intended

values (300 K for the native system and 550 K for the unfolding simulations)

by weak coupling to an external temperature bath (Berendsen et al., 1984)

with a coupling constant of 2 fs, equal to the time step. The use of a short

time constant makes the Berendsen’s thermostat almost equivalent to the iso-

Gaussian thermostat that provides a distribution in the coordinate space

coincident with a canonical distribution (D’Alessandro et al., 2002). The

protein and the rest of the system were coupled separately to the temperature

bath.

The GROMOS87 forcefield (van Gunsteren and Berendsen, 1987) was

used with modification as suggested by van Buuren et al. (1993) and explicit

hydrogen atoms in aromatic rings (van Gunsteren et al., 1996). The simple

point charge (Berendsen et al., 1981) water model was used. The SHAKE

algorithm (Ryckaert et al., 1977) was used to constrain all bond lengths. For

the water molecules the SETTLE algorithm (Miyamoto and Kollman, 1992)

was used. A dielectric permittivity, er 5 1, and a time step of 2 fs were used.

A twin-range cutoff was used for the calculation of the nonbonded

interactions. The short-range cutoff radius was set to 1.0 nm and the long-

range cutoff radius to 1.4 nm for both Coulombic and Lennard-Jones

interactions. Interactions within the short-range cutoff were updated every

time step whereas interactions within the long-range cutoff were updated

every 5 time steps together with the pair list. A preliminary simulation using

the particle mesh Ewald method for the calculation of the long-range

interactions at 300 K for 2.5 ns was performed. The results were in good

agreement with the cutoff method. In particular, the essential spaces sampled

were found very similar. All atoms were given an initial velocity obtained

from a Maxwellian distribution at the desired initial temperature. All the

simulations, starting from the crystallographic structure, were equilibrated

by 100 ps of MD runs with position restraints on the protein to allow

relaxation of the solvent molecules. These first equilibration runs were

followed by other 50 ps runs without position restraints on the protein. The

temperature was gradually increased from 50 K to the chosen temperature

performing short runs of 50 ps each every 50 K. The production run at 300 K

using NVT conditions, after equilibration, was 2.5 ns long. Each of the three

simulations at 550 K was 2.5 ns long.

All the MD runs and the analysis of the trajectories were performed using

the GROMACS software package (van der Spoel et al., 1994). To better

quantify the extension of changes in the three-dimensional motif, analyses of

the native contact variations have been performed using difference contact

matrices (DCMs). Two residues are considered in contact if the minimum

distance among their atoms is less than 0.6 nm. Using this criteria, four

contact matrices were generated averaging the minimum distances over the

last 2.5 ns for the 300-K simulation and over the last nanosecond for the three

unfolding trajectories. The differences between the values of the three high

temperature contact matrices and the corresponding values of the native

contact matrix provide three DCMs. Considering just the set of native

contacts, a positive difference in the DCM indicates a lost of the contact,

whereas a negative or a null value indicates that the contact is still present.

The graphical representations of the protein was realized with the

programMOLSCRIPT (Kraulis, 1991), MOLMOL (Koradi et al., 1996) and

Raster3D (Merritt and Bacon, 1997).

ED analysis

The principles of the ED analysis are described in detail elsewhere (Amadei

et al., 1993; de Groot et al., 1996b). Usually, ED analysis is performed on the

fluctuations around the average conformation. In the case of unfolding

dynamics, we are more interested in the motions away from a reference

native structure, and therefore we used a variation of the standard procedure,

whereby the fluctuations are not calculated with respect to the average

structure but from the starting reference structure, which is the minimized

crystallographic structure. This type of analysis is useful when we focus on

the internal motions that deform the protein structure, as it would be in the

case the starting conformation is a nonequilibrium one (Roccatano et al.,

2001). In the paper we refer to the eigenvectors obtained with this type of ED

analysis as eigenvectors of deformation, to differentiate them from those

obtained from the standard ED analysis. ED analyses were performed using

the Cartesian coordinates of the Ca atoms as described elsewhere (Amadei

et al., 1993). The root mean square inner product (RMSIP) between the

essential subspaces of different simulated systems can provide a valid

method to assess their dynamical similarity (de Groot et al., 1996a). In our

analysis we used the RMSIP value between the first 10 eigenvectors of two

different sets, defined as:

RMSIP5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

10
+
10

i51

+
10

j51

hi � nj

� �2s
; (1)

where hi and nj are ith and jth eigenvectors of the two different sets

respectively. A good estimate of the overlap of two eigenvectors belonging

to two different sets can be obtained by using the square inner product s 5
(hi � nj)2, where hi and nj are ith and jth eigenvectors of the two different

sets, respectively. Comparing the obtained s values with the projections of

a randomly oriented unit vector onto a given set, we can evaluate whether the

overlap of the two eigenvectors is statistically significant (Amadei et al.,

1999). If the dimension of the space is M, the probability density r(s,M) of

finding a value s of the square projection of a random unit vector onto one

of the eigenvectors of the given set is (Amadei et al., 1999):

rðs;MÞ5 ðM2 1Þð12 sÞðM22Þ
: (2)

Finally, to evaluate the value of s that defines a tail of a given total

probability, providing 1 percent, we can use the integral of the probability

density:

Pðs9Þ5
ðs9

0

rds5 12 ð12 s9ÞM21 5 0:99: (3)

In the results section we will use this 1 percent criterion to decide whether

the square projection of one eigenvector onto a reference set is statistically

significant (s[ s9) or can still be considered compatible with the random

distribution (s\ s9).

ED sampling

The ED sampling is a technique used to increase the amplitude of the

configuration space sampled in an MD simulation. It is based on the use of

the essential eigenvectors, obtained from an equilibrated MD simulation, to

confine the motion of the simulated system along the essential directions

(Amadei et al., 1996; de Groot et al., 1996b). The method currently used was

described by de Groot et al. (1996b). Using this approach, the system in-
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creases the configuration space sampled along selected eigenvector direc-

tions with constraint forces in the subspace defined by the selected

eigenvectors. This method was successfully applied to the study of peptides

(de Groot et al., 1996c) and proteins (de Groot et al., 1996b) and allows the

configuration space sampled by usual MD simulations to be extended up to

10 times. In this paper, the same method was used to verify the relative

resistance of cytc to loose native structure when confined to move along each

of the first 10 native essential eigenvectors. Two parameters are required: the

one defining the maximum number of sampling cycles (ncycles) before

changing the expansion origin of the sampling procedure, the other (slope)

checking whenever the system has reached the border of the configuration

space to set a new origin. We use the same values, ncycles5 5000 and slope

5 0.005 nm, reported in the literature for the sampling of protein systems

(de Groot et al., 1996b,c). We have constrained the system to move along

each one of the first 10 native eigenvectors, and, starting from the minimized

crystal structure, 100 ps of simulation was performed. The temperature of

the system was kept to 350 K to speed up the sampling. The ED sampling

was performed by using the GROMACS software package.

RESULTS AND DISCUSSION

Overview of the crystal structure

The crystallographic structure of cytc (Fig. 1) is character-

ized by the presence of a cluster of three long a-helices, the
N-terminal (residues 2-15), the C-terminal (residues 87-102),

and the 60’s helix (residues 60-69) grouped around one edge

of the heme, and by the loop regions, loop 1 (residues 21-35),

loop 2 (residues 36-59), and loop 3 (residues 70-85). Loop 2

and loop 3 comprise two short helices, respectively 50’s

(residues 49-54) and 70’s (residues 70-75). Close-packed

hydrophobic residues at the interface between the two

terminal helices are particularly well conserved and have

been extensively studied by the analysis of the stability of

different cytc mutants (Marmorino and Pielak, 1995; Colon

et al., 1996; Marmorino et al., 1998; Hostetter et al., 1999).

Finally, some structural properties of the crystallographic

structure, which will be compared with those obtained from

the simulations, are summarized in Table 1.

300-K simulation

Structural and dynamical properties

In Fig. 2, the root mean square deviation (RMSD) from the

crystal structure of cytc in the 300-K simulation is reported.

After 160 ps, the curve stabilizes to an average value of 0.14

nm. The increasing deviations observed along the trajectory

are related to deformations of the loop regions. Few re-

versible changes are observed in the secondary structure that

shows an overall stability. In Table 1, a summary of the

average values of different structural data calculated from the

simulation is reported. The deviations from the crystal struc-

ture is in the range of the values observed by other authors

(Banci et al., 1997). The average RG is close to the value

obtained from the crystal (see Table 1) and in good

agreement with the small angle x-ray scattering value (1.39

6 0.04 nm (Pollack et al., 1999)). It has to be pointed out that

the existence of hydration shells around proteins gives small

angle x-ray scattering values systematically larger than

crystal values (Nakasako, 1999).

The network of native contacts and H-bonds present in the

crystal structure is well preserved in the 300-K simulation

(see Table 1). The dynamical properties of the 300-K

simulation have been determined by performing the ED

analysis on the Ca atoms (see Methods section). The fluc-

tuation covariance matrix has been calculated over the last

2.5 ns. The first 10 eigenvectors obtained by the ED analysis

on the Ca atoms contribute to the overall motion for the 68%

of the total fluctuations of the system. As expected, the

largest contribution to the motion along these eigenvectors is

due to the loop regions.

Unfolding simulations

Three unfolding simulations have been performed at 550 K,

and they will be referred to as D-1, D-2, and D-3,

respectively.

Structural properties

In Fig. 2, the backbone RMSDs with respect to the crystal

structure for the three unfolding trajectories are reported.

Each trajectory, after ;1.5 ns, provides an ensemble of

partial unfolded conformations, characterized by different

average RMSD values. In Table 1, a summary of the average

values of different structural properties, calculated from the

last nanosecond of the unfolding trajectories, is reported. To

provide a more comprehensive description of the partial

denatured ensemble, the values of the three high temperature

FIGURE 1 Ribbon representation of the horse heart cytochrome c.

Elements of secondary structure are named according to the classification

of Bai et al. (1995).
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simulations have been averaged and are reported in the last

column. The small differences in the RG and solvent-

accessible surface area (SASA) values indicate that the

partial unfolded conformations are as compact as the native

structure. The helix content, calculated using the DSSP

criteria (Kabsch and Sander, 1983), and the three-dimen-

sional arrangement of the secondary structure elements along

the simulations, shown in Fig. 3 and in Fig. 4, respectively,

clearly indicate the presence of different denaturation path-

ways. In all the simulations the a-helix content decreases by

;30% with respect to the crystal structure, although this

reduction involves different helices. The overall average

a-helix content of the partial denatured ensemble (Table 1) is

67.5%. This value is in good agreement with the 70% esti-

mation obtained from the circular dichroism measurements

by Akiyama et al. (2000) for the last intermediate of the

refolding process.

The evolution of the native contacts along the unfolding

simulations has been analyzed using DCMs, which are

described in the Methods section. Among the possible native

contacts, we have focused our attention on those reported in

the literature. In particular, we have chosen those at the

interface between the two terminal helices (Marmorino and

Pielak, 1995; Colon et al., 1996; Marmorino et al., 1998) and

FIGURE 2 Backbone-backbone RMSD from the starting structure as

a function of time for the 300-K and the three 550-K (D-1, D-2, and D-3)

simulations. FIGURE 3 Helix patterns during the high-temperature simulations.

TABLE 1 Structural properties in the crystal and time averaged structural properties calculated over the last 2.5 ns for the

native system at 300 K and over the last nanosecond for the three unfolding trajectories at 550 K (D-1, D-2, D-3)

Properties* Crystal Native D-1 D-2 D-3 Avg

RMSD (nm) 0.13 (0.02) 0.31 (0.02) 0.39 (0.02) 0.57 (0.02) 0.42 (0.02)

RG (nm) 1.26 1.27 (0.01) 1.30 (0.01) 1.28 (0.01) 1.28 (0.02) 1.29 (0.01)

(%) of a-helix 41 43 (4) 27 (4) 33 (4) 27 (4) 29 (4)

Contacts 732y 694y 79z 80z 72z 77z

H-bonds 83§ 93§ (4) 56{ (5) 57{ (4) 41{ (4) 51{ (4)

SASAPho (nm
2) 25.6 24.3 (0.8) 22.8 (0.9) 22.7 (1.1) 22.8 (1.1) 22.8 (1.0)

SASAPhi (nm
2) 38.9 41.0 (1.2) 42.0 (1.3) 42.0 (1.4) 42.0 (1.4) 42.0 (1.4)

In the last column (Avg), the values of the partial denatured ensemble, obtained averaging the three high temperature simulations over the last nanosecond,

are reported. Standard deviations are given in parentheses.

*The solvent-accessible surface area (SASA) is given for the hydrophobic residues (SASAPho) and for the hydrophilic ones (SASAPhi).
yNumber of contacts.
zPercentage of native contacts (with respect to the 300-K simulation).
§Number of H-bonds.
{Percentage of native H-bonds (with respect to the 300-K simulation).
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those relative to the 60’s helix (Hostetter et al., 1999) (see

Table 2). These data evidence a good agreement with the

experimental results. In fact, the percentage of native con-

tacts lost between the two terminal helices (14%) is much

lower than the contacts lost between the 60’s helix and the

rest of the protein (52%), in agreement with the experimental

observations (Roder and Elöve, 1994; Marmorino and

Pielak, 1995; Colon et al., 1996; Marmorino et al., 1998;

Hostetter et al., 1999) and recent MD simulations (Garcı́a

and Hummer, 1999).

Dynamical properties

To detect the collective unfolding motions, a modification of

the ED method has been used. In the present case, the

fluctuations are calculated with respect to the minimized

crystal structure instead of the average structure (see

Methods section). The traces of the covariance matrices,

calculated over the first 1.5 ns, which account for the overall

average square deviation, are 5.04, 8.24, and 13.16 nm2 for

D-1, D-2, and D-3 simulation, respectively. The first 10

eigenvectors contribute to the overall average square

deviation for 82%, 90%, and 91% in simulations D-1, D-2,

and D-3, respectively (see Fig. 5). To estimate the

significance of the overlap between the native set of essential

eigenvectors and the three essential subspaces obtained at

high temperature, we evaluated the RMSIP between the first

10 native eigenvectors and the first 10 deformation

eigenvectors (see Methods section). The results gave values

of 0.60, 0.63, and 0.55 for D-1, D-2, and D-3 simulation,

respectively, showing that the unfolding mostly proceeds

along the same directions of the essential fluctuations in the

native protein. It can be concluded that the first 10 native

eigenvectors contribute not only to the equilibrium fluctua-

tions, but also to the structural deformations at high

temperature. An analog result was obtained when dealing

with mutational perturbations (Ceruso et al., 1999b; Amadei

et al., 1999).

In Fig. 6, the square projections, s, of the first deformation

eigenvector, which contributes to the overall average square

deviation in simulation D-2 and D-3 for 70% and in

simulation D-1 for 40% (see Fig. 5) onto the native essential

eigenvectors, are reported. The lines in the plots show the

value defining 99% of probability, s9, as obtained by

a random distribution as defined by Eq. 3.

Using these equations, with M 5 312, we obtained s9 5
0.015. Such random value can be used to evaluate whether

the projection of an eigenvector onto an independent basis

set can be considered as statistically significant.

From the plots, it is evident that the native fluctuation

eigenvectors giving a significant overlap with the essential

FIGURE 4 Three-dimensional arrangement of secondary

structure elements sampled along the three unfolding trajectories.

The last three structures, extracted at 2000 ps, are representative

conformations of the partial denatured ensemble.

TABLE 2 Native contacts present (�) and not present (np)

for the three unfolding simulations D-1, D-2, and D-3 over the

last nanosecond

C-ter/N-ter helices nat. cont. D-1 D-2 D-3

Leu94-Gly6 � � np

-Ile9 � � �
-Phe10 � � np

-Val11 � � �
-Lys60 � � �

Phe10-Tyr97 � � �
-Leu98 � � np

Tyr97-Gly6 � � �

Helix 60/protein nat. cont. D-1 D-2 D-3

Leu68-Arg91 np np np

-Leu94 np � �
-Ile95 np np �
-Leu98 np np �

Leu68-Met80 � np �
-Phe82 � � �
-Ile85 np � np

1880 Roccatano et al.
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deformation ones are among the first 40, and in particular the

seventh eigenvector that provides the largest overlap. The

time dependence of the first deformation eigenvector was

analyzed by performing the ED analysis over increasing time

periods for the three unfolding trajectories. In Fig. 7, the

results of these analyses are shown. In two of the three

unfolding trajectories, the overlap of the unfolding principal

motions with the seventh fluctuation eigenvector occurs after

the first 200 ps, whereas for the third one after the first 500 ps.

In Fig. 8, the superimposition of 10 configurations obtained

projecting the Ca motion along the seventh eigenvector of

the native trajectory is reported. The dominant motion

mainly involves loop 1 and two groups: one comprises loop

2, loop 3, and 60’s helix, and the other the two terminal

helices. The arrows in the figure show the dynamical be-

havior of the three-dimensional correlated motion of these

three regions.

FIGURE 5 Relative cumulative deviation of the first 50 eigenvectors for

D-1 (open circles), D-2 (full circles), and D-3 (crosses). The corresponding

eigenvalues are given in the insert.

FIGURE 6 Square inner product, s, of the first eigenvector of deformation

obtained for D-1, D-2, and D-3 onto the first 70 eigenvectors of fluctuation

obtained at 300 K. The value s9 (full line) is also shown.

FIGURE 7 Square inner product, s, of the first deviation eigenvector

obtained from increasing time lags for D-1, D-2, and D-3 onto the first 10

eigenvectors of fluctuation obtained at 300 K.

FIGURE 8 Superimposition of 10 configurations obtained by projecting

the Ca motion onto the seventh eigenvector of fluctuation at 300 K. The

arrows show the dynamical behavior of the three-dimensional correlated

motion of these three regions.

Unfolding Dynamics of Cytochrome c 1881

Biophysical Journal 84(3) 1876–1883



ED sampling

To verify the different tendency of the system to unfold

along the native essential directions, we have used the ED

sampling technique (see Methods section). As reported in

the Methods section, the system was confined to move

separately along each of the first 10 native eigenvectors. In

Fig. 9, backbone RMSDs with respect to the crystal structure

during the ED sampling along each of the first 10 native

fluctuation eigenvectors are reported. Fig. 9 shows the

typical pattern observed in other ED sampling simulations

(Amadei et al., 1996), with large structural rearrangements

during the different ED cycles. The trajectory sampled along

the seventh eigenvector shows the largest deviation and

a clear propensity of unfolding. The sampling along the other

eigenvectors determines large deviations, but no unfolding,

as fast as for the seventh eigenvector.

CONCLUSIONS

In this paper we have analyzed the evolution of native

essential dynamics motions during the thermal induced

unfolding of cytc. We have performed three simulations of

thermal unfolding at T 5 550 K of the horse heart cytc. The
structural results are in agreement with experimental

literature data. In particular the partial unfolded conforma-

tions generated during the simulated unfolding process have

an average native helix content of 67.5% and preserve the

native contacts between the two terminal helices.

From the ED analysis, it resulted that the directions of

motions defined by the first native eigenvectors (essential

subspace) account for the unfolding directions. In particular

the seventh native eigenvector provides the major contribu-

tion to the unfolding mechanism. This motion involves loop

1 and the groups composed by loop 2, loop 3, helix 60, and

the two terminal helices, respectively. Furthermore, ED

sampling simulations along each of the first 10 eigenvectors

have confirmed the previous observation, showing a marked

tendency to a rapid unfolding of cytc, when the system is

confined to move along the seventh eigenvector.

These results show that the early stage of thermal

unfolding in cytc involves the activation of the essential

motions in the native protein. In particular, this activation

amplifies the fluctuations along one specific eigenvector (in

the case of cytc, the seventh eigenvector) that brings to

a progressive weakening of native contacts. The presence of

a well-defined fingerprint in cytc unfolding dynamics

constitutes an interesting starting point for the same

investigations on other proteins.
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