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ABSTRACT Cytochrome c oxidase mediates the final step of electron transfer reactions in the respiratory chain, catalyzing
the transfer between cytochrome c and the molecular oxygen and concomitantly pumping protons across the inner mito-
chondrial membrane. We investigate the electron transfer reactions in cytochrome c oxidase, particularly the control of the
effective electronic coupling by the nuclear thermal motion. The effective coupling is calculated using the Green’s function
technique with an extended Huckel level electronic Hamiltonian, combined with all-atom molecular dynamics of the protein in
a native (membrane and solvent) environment. The effective coupling between CuA and heme a is found to be dominated by the
pathway that starts from HisB204. The coupling between heme a and heme a3 is dominated by a through-space jump between
the two heme rings rather than by covalent pathways. In the both steps, the effective electronic coupling is robust to the thermal
nuclear vibrations, thereby providing fast and efficient electron transfer.

INTRODUCTION

Cytochrome c oxidase (CCO) is the terminal enzyme in the

respiratory chain. The enzyme catalyzes electron transfer

(ET) to the molecular oxygen (Babcock and Wikstrom,

1992; Chan and Li, 1990; Berg et al., 2002; Brzezinski et al.,

1995; Winkler et al., 1995), a key bioenergetic reaction in

aerobic organisms. Fig. 1 shows a schematic view of the key

groups involved in ET. A copper dimer (CuA) functions as

a primary donor, receiving electrons from cytochrome c
molecules. The ET reaction is believed to occur in two sub-

sequent steps: from CuA to heme a, and further to the

complex of heme a3 and the molecular oxygen. A proton

transfer reaction concomitant to the ET reduces the molec-

ular oxygen to water, releasing the redox energy. This

reaction creates and maintains a transmembrane pH gradient,

which provides energy for adenosine triphosphate (ATP)

synthesis. The produced ATP is then delivered to different

locations throughout the cell, providing the necessary energy

supply to a broad variety of biochemical reactions (Babcock

and Wikstrom, 1992; Chan and Li, 1990; Berg et al., 2002;

Brzezinski et al., 1995; Winkler et al., 1995).

Because of extreme importance of CCO for the bio-

energetic reactions in living cells, the enzyme molecular

structure has been extensively studied (e.g., Iwata et al.

(1995), Tsukihara et al. (1995, 1996), and Yoshikawa et al.

(1998)). Although a number of ET pathways has been

suggested, there still is an ongoing discussion over which

pathways dominate the ET reaction (Iwata et al., 1995;

Ramirez et al., 1995; Williams et al., 1997; Regan et al.,

1998; Gamelin et al., 1998; Paula et al., 1999; Farver et al,

2000; Medvedev et al., 2000). In this manuscript, we elu-

cidate the ET pathways in CCO and investigate how thermal

motion of the protein atoms affects the interference among

the dominant pathway tubes (Regan and Onuchic, 1999). In

the conventional theories of biological ET reactions (the

Marcus theory (Marcus and Sutin, 1985) and its modifica-

tions), nuclear dynamics controls the Franck-Condon factor;

however, it was recently shown that nuclear dynamics may

also control the effective electronic coupling (Balabin and

Onuchic, 2000; Beratan et al, 1987).

METHODS

Following the approach described in Balabin and Onuchic (2000), we

calculate the effective electronic couplings between the donors and the

acceptors using the Green’s function technique with an extended Huckel-

like electronic Hamiltonian. To study effects of nuclear motion on the

electronic coupling, we perform molecular dynamics (MD) simulations of

the protein in a native (membrane and solvent) environment.

Molecular dynamics simulations

A CCO structure from bovine heart in the fully oxidized state (Yoshikawa

et al., 1998; Protein Data Bank code 2OCC) was simulated. The protein was

embedded into a rectangular patch of phosphatidylethanolamine membrane.

(See http://www.ks.uiuc.edu/~ilya/Membranes for details of the membrane

structure.) The lipid molecules that overlapped with the proteins were re-

moved. The protein-lipid complex was then solvated in a rectangular volume

of preequilibrated TIP3 water molecules. Sodium and chlorine ions were

added, corresponding to an ionic strength of 0.025 M/L. The final system

measured 116 3 85 3 133 Å in size and included 122,084 atoms.

The simulations were performed using a molecular dynamics program

NAMD (Kale et al., 1999) with the all-atom Charmm27 force field

(MacKerell et al., 1998), particle mesh Ewald (PME) full electrostatics,

periodic boundaries, constant pressure (NpT) ensemble, and a Langevin

thermostat. In all simulations, the integrator time step was 1 fs. First, with all

protein backbone atoms restrained, the system underwent 1,000 conjugate

gradient minimization steps followed by 200 ps of equilibration at 310 K.

Then the system was equilibrated for 30 ps with no restraints. The root mean

square deviation (RMSD) of the protein Ca atoms from the crystallographic

conformation, along with the system volume, energies, temperature, and
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membrane surface area were monitored and did not show any significant

changes after 30 ps. After that, the system was simulated for another 150 ps,

and a trajectory frame was saved each 1 ps, providing 150 ‘‘snapshots’’ that

described the protein dynamics. Thus only local equilibrium fluctuations are

considered in this study. An equilibrium conformation was obtained by

aligning and averaging positions of each atom in these ‘‘snapshots’’. The

RMSD between the crystallographic structure and the equilibrium

conformation, which describes the overall change in the protein conforma-

tion caused by the thermal motion, is ;1.5 Å. The RMSD between the

equilibrium conformation and any of the ‘‘snapshots’’, which characterizes

the average magnitude of each atom’s thermal vibrations around its

equilibrium position, is ;0.6 Å. To further investigate conformational

changes in protein associated with the thermal motion, RMSDs for each

protein residue involved in mediating ET were computed. These RMSDs

vary between 1 and 3 Å, depending on the side chain size rather than on the

residue location in the protein; therefore, no major conformational changes

in the protein are indicated.

Electron transfer reaction rate

Because of the typically large donor to acceptor distance (10–25 Å), most

biological ET reactions occur in the weak coupling limit, and their rates are

described by the Fermi golden rule (Marcus and Sutin, 1985; Hopfield,

1974; Jortner, 1980; Regan and Onuchic, 1999; Gray and Winkler, 1996;

Page et al., 1999; Bertini et al., 1994; Sigel and Sigel., 1991)

kET ¼
2p

�h
jTDAj2ðFCÞ; (1)

where TDA is the electronic tunneling matrix element between donor and

acceptor, and (FC) is the Franck-Condon density of states that describes the

nuclear control of the energy gap. In the weak coupling limit, (FC) is well

described by the classical Marcus formula (Marcus and Sutin, 1985):

FC ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4plkBT

p exp �ðl1DG0Þ2

4lkBT

� �
; (2)

where l is the reorganization energy, and DG0 is the driving force of the

reaction. In this article, we focus on qualitative effects of the protein

structure and dynamics on the effective tunneling coupling, and we do not

aim at obtaining quantitative estimates for the ET reaction rate. As such, we

hereafter compute the maximum ET reaction rate, which occurs at the

activationless limit (l 1 DG0 � 0), and the Franck-Condon factor is

optimized. Although this assumption may lead to overestimating the

reaction rate by up to three orders of magnitude, it does not interfere with the

analysis of the effective coupling. Previous studies reported reorganization

energies of about 0.3 eV for the reaction step from CuA to heme a (Regan

et al., 1998; Randall et al., 2000; Brzezinski, 1996) and about 0.76 eV for the

reaction step from heme a to heme a3 (Regan et al., 1998; Brzezinski, 1996;
Adelroth et al., 1995). Assuming that the driving force is small, the

maximum ET reaction rate is about 23 1016 (TDA)
2 s�1, whereas the actual

rate (computed with nonoptimized Franck-Condon factor) is 2 3 1015

(TDA)
2 s�1 for the first step and 2 3 1013 (TDA)

2 s�1 for the second step,

respectively.

Effective tunneling matrix element calculations

Following the perturbation approach by Marcus (Marcus and Sutin, 1985),

the effective tunneling matrix element for a given protein conformation can

be calculated as follows:

FIGURE 1 Electron transfer pathways in CCO. The

relevant pathways are shown as solid black lines (where

mediated by covalent bonds) and dashed black lines

(where mediated by hydrogen bonds or through-space

jumps). The dominant pathways are thicker than the less

important ones. The relevant protein residues are shown as

thinner tubes colored by atom name, the heme groups are

shown as thicker tubes colored by atom name, and the

metal atoms are shown as van der Waals spheres colored

by atom name.
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TDA ¼ +
bridge

ij

ðEtunSDi � HDiÞG̃ijðEtunSjA � HjAÞ; (3)

where S and H are the bridge electronic orbital overlap and Hamiltonian

matrices, Etun is the donor and acceptor resonant tunneling energy,

indexes i and j refer to bridge (protein or cofactor matrix) orbitals, and G̃
is the transformed Green’s function of the bridge (Balabin and Onuchic,

1996)

G̃ ¼ ðEtunS�HÞ�1
: (4)

The overlap matrix was computed using a minimum basis set (four

valence orbitals per heavy atom and one orbital per hydrogen atom) with the

Slater type atomic orbitals. The bridge orbitals included all protein residues

that participate in mediating the relevant electron transfer pathways. The

relevant protein residues were identified in a way similar to the method

described in Siddarth and Marcus (1990). Calculations of TDA between CuA
and heme a included residues ArgA438, ArgA439, CysB196, CysB200, GluB198,

HisA61, HisB161, HisB204, HisA378, IleB199, MetB207, SerB197, and TyrA440.

Calculations of TDA between heme a and heme a3 included residues AlaA375,

ArgA438, ArgA439, HisA61, HisA240, HisA290, HisA291, HisA376, HisA378,

PheA377, TrpA126, TyrA440, and ValA374. Calculations of TDA between CuA
and heme a3 included all of the above residues.

The Hamiltonian matrix was computed using a standard extended Huckel

parametrization (Yates, 1978): the diagonal matrix elements were the

ionization potentials of the respective atom, Hii ¼ ai, and the off-diagonal

elements were assigned as Hij ¼ (K/2) (ai 1 aj) Sij, where K ¼ 1.5 was the

standard Huckel constant (Yates, 1978). The overlap and Hamiltonian

matrices were converted into the bonding-antibonding orbital basis using the

standard transformations (Naray-Szabo et al, 1987). Although calculations

of the effective electronic coupling with the above Hamiltonian cannot

provide quantitative accuracy, they have proved, in the past experience of us

(Balabin and Onuchic, 1996, 2000) and others (Regan and Onuchic, 1999;

Medvedev et al, 2000), to provide reasonable estimates and to capture effects

of the protein structure and dynamics.

Nuclear dynamics effects on the tunneling
matrix element

Thermal motion of the protein atoms influences the overlap and the

Hamiltonian matrices, therefore modulating the effective electronic coupling

TDA. To investigate how this modulation affects the ET reaction rate, one

needs to calculate the average square effective coupling (see article (Balabin

and Onuchic, 2000) and the supporting information therein):

hT2

DAi ¼
1

N
+
N

i¼1

ðTðiÞ
DAÞ

2
; (5)

where T
ðiÞ
DA is an effective coupling computed for the i-th protein ‘‘snapshot’’

conformation. The dynamical effects can be quantified by means of

the following coherence parameter (Balabin and Onuchic, 2000):

C ¼ hTDAi2=hT2
DAi. When the interference among the ET pathways is

predominantly constructive, TDA is robust to small changes of the protein

conformation, and C is close to 1. In the opposite limit, when there is

a pronounced destructive interference among the pathways, TDA is sensitive

to details of the protein conformation, and C is close to 0. Therefore, C
quantitatively describes the sensitivity of the effective coupling to the

thermal motion of the protein atoms, characterizing the regime of the

interference among the ET pathways (Balabin and Onuchic, 2000). To

separate effects of the overall protein conformation change (the equilibrium

conformation at 310 K versus the crystallographic conformation) from those

of the thermal vibrations around the equilibrium, we computed the effective

couplings for the crystallographic and the equilibrium conformations (Eq. 3)

as well as the dynamic coupling (Eq. 5).

Ligand-metal bonds

ET from CuA is mediated by the copper ligands, which form metal bonds

with the copper atoms. The coupling provided by these bonds (HDi in Eq. 3)

is usually substantially weaker than the one provided by typical covalent

bonds. In our calculations, these couplings are estimated using the metal

bond covalencies (Gamelin et al., 1998;Williams et al., 1997; Solomon et al.,

2000; Randall et al., 2000):

SDi ¼ CiS0; HDi ¼ CiH0; (6)

where S0 and H0 are the average values for the nearest neighbor orbital

overlaps and couplings (Balabin and Onuchic, 1998), and Ci are the re-

spective covalencies. Following the recent experimental data and ab initio

calculation results (Gamelin et al., 1998; Williams et al., 1997; Solomon

et al., 2000; Randall et al., 2000; George et al., 2001), we used the covalency

values of 0.23 for the cysteins, 0.04 for the the histidine, and 0.01 for the

glutamine.

Pathways model analysis

The Pathways model (Beratan et al., 1991; Betts et al., 1992; Curry et al.,

1995) has provided a simple but efficient way to estimate the effective

electronic coupling in proteins. It assumes that the effective coupling

between the donor and the acceptor is proportional to a product of all partial

decays in the electronic path (Beratan et al., 1991; Betts et al., 1992):

TDA ¼ K
Y
i

eðCÞi

Y
j

eðHBÞj

Y
k

eðTSÞk ; (7)

where eðCÞi [ eðCÞ ¼ 0:6 is a decay per covalent bond mediated step,

eðHBÞj ¼ ðeðCÞÞ2exp½�1:7ðR� 2:8Þ� is a decay per hydrogen bond mediated

step (R is the distance between the heavy atoms, Å), and

eðTSÞk ¼ eðCÞ exp½�1:7ðR� 1:4Þ� is the decay per through-space jump (R is

the jump distance, Å). Consistently with earlier estimates (Regan et al.,

1999; Priyadarshy et al., 1998; Curry et al., 1995; Page et al., 1999), we

assume that the maximum rate is ;1013 s�1 at the donor to acceptor

separation of 3 Å (two covalent bond steps), leading to the following

approximation that relates the pathway structure with the maximum (not

adjusted for the Franck-Condon factor) ET reaction rate:

kET � 13 10
14
s
�1

Y
i

eðCÞi

Y
j

eðHBÞj

Y
k

eðTSÞk

 !2

: (8)

The Pathways model estimates were additionally verified by computing

the extended coupling at the extended Huckel level for isolated individual

pathways, one pathway at a time. Only atoms that mediate the pathway were

included in the calculations. Effects of protein structural groups on the

effective coupling were investigated by computing the effective coupling for

the core path alone (no side groups), the core path with its nearest neighbor

(NN) atoms (chemically bound to the core path atoms), and the core path

with the NN and next to NN (chemically bound to the NN atoms) atoms, as

well as with the full pathway structure (Balabin and Onuchic, 1998).

RESULTS AND DISCUSSION

Electron transfer from CuA to heme a

The effective coupling between CuA and heme a and the

corresponding maximum ET rate computed at the extended

Huckel level are shown on Fig. 2. Because the effective

coupling depends on the electron tunneling energy, the

calculations were performed for a range of tunneling

energies corresponding to the energy gap between s and p

ET Pathways in Cytochrome c Oxidase 1815
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orbitals (from �11 to �9 eV) (Balabin and Onuchic, 2000).

It has been shown that the accuracy of extended Huckel level

calculations of TDA can be improved by adjusting the tunnel-

ing energy based on independent spectral data (Siddarth and

Marcus, 1990). In this article, however, we focus on the

sensitivity of TDA to the tunneling energy and perform the

calculations for a relevant tunneling energy range and not for

a single, even though adjusted, tunneling energy.

The relevant donor and acceptor energies are close to the

lowest p orbital level (about �9 eV) (Balabin and Onuchic,

2000). At these energies, the dynamical coupling (see Eq. 5)

is close to the one for the equilibrium conformation (Eq. 3),

and neither one significantly depends on Etun. The effective

coupling for the crystallographic conformation is smaller

than either of the above couplings by at least an order of

magnitude, and it does not significantly depend on Etun

either. The coherence parameter is considerably large at all

tunneling energies, indicating that the interference among

the dominant pathways is constructive, and the effective

coupling is robust to the thermal motion of the protein atoms.

The major effect of the protein dynamics is shortening of

some through-space jump distances, which increases the

effective coupling (Balabin and Onuchic, 2000). The

dynamical coupling translates into the maximum ET rate

of ;6 3 104 s�1, which is in a close agreement with the

experimentally observed rate of;23 104 s�1 (Farver et al.,

2000; Brzezinski, 1996; Adelroth et al., 1995). Notably, the

much smaller maximum ET rate for the crystallographic

structure illustrates how calculations based only on the

crystallographic conformation can be grossly misleading

(Balabin and Onuchic, 2000).

Protein groups between CuA and heme a mediates several

possible pathways from CuA to heme a, which start on

different copper ligands (Fig. 1). Two pathways that start on

HisB204 and CysB196, respectively, have been proposed

before (Ramirez et al., 1995; Williams et al., 1997). Using

the Pathways analysis, we identified two other potentially

relevant pathways that start on CysB200 and GluB198,

respectively. (Independently of our work, the CysB200 path-

way was suggested in Medvedev et al. (2000)). The effective

coupling mediated by each of the above pathways and the

corresponding maximum rate computed for the crystallogra-

phic and the equilibrium conformations using the Pathways

model are presented in Table 1.

To further investigate the interference regime among these

pathways, extended Huckel level calculations of the effective

coupling were performed for each isolated pathway. In the

crystallographic conformation, the pathways that start on

GluB198 and HisB204 provide effective couplings with same

phase and similar magnitude, thereby together dominating

the ET reaction. In the equilibrium conformation, the length

of the hydrogen bond between HisB204 and ArgA438 shortens

by;0.5 Å, increasing the maximum ET rate via the pathway

that starts on HisB204 by almost an order of magnitude. Con-

versely, the distance of the through-space jump between

IleB199 and ArgA438 increases in the equilibrium conforma-

tion by[2 Å, substantially decreasing the contribution of the

pathway that starts on GluB198 to the effective coupling. The

contributions of the other two pathways remain small.

Electron transfer from heme a to heme a3

Fig. 3 shows the effective coupling between heme a and

heme a3 calculated at the extended Huckel level. At all

energies, the dynamic effective coupling is close to that for

the equilibrium conformation, neither one significantly de-

pending on Etun. The effective coupling for the crystallo-

graphic conformation approaches the above couplings at

the most relevant tunneling energies close to �9 eV. Thus,

the pathway interference regime is constructive, and the

effective coupling is robust to the thermal motions and the

tunneling energy.

FIGURE 2 Electron transfer from CuA to heme a. The tunneling energy

range shown corresponds to the main energy gap. The typical donor and

acceptor energies are a few eV above the HOMO (;�9 eV). (Top panel)
The coherence parameter is high in the entire tunneling energy range.

(Bottom panel) The effective donor to acceptor electronic coupling and the

corresponding maximum reaction rate for the crystallographic conformation

(dotted line), equilibrium conformation (dashed line), and dynamic

(solid line).

TABLE 1 Pathways model estimates for the electron transfer

reaction from CuA to heme a in the crystallographic and

equilibrium conformations

Ligand No. of steps kET, s
�1 (cryst.) kET, s

�1 (equil.)

CysB196 24 1 2 1 0 3 3 102 2 3 102

GluB198 16 1 1 1 1 1 3 105 5 3 101

CysB200 18 1 1 1 1 2 3 104 7 3 108

HisB204 14 1 2 1 0 9 3 105 5 3 106

The second column shows the numbers of covalent steps, hydrogen bond

steps, and through-space jumps in each pathway. The steps are counted

from CuA to Fe of heme a.
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The computed maximum ET reaction rate is ;3 3 108

s�1, substantially exceeding the experimentally observed

rate of ;3 3 105 s�1 (Brzezinski, 1996; Adelroth et al.,

1995; Verkhovsky et al., 1992). This difference may be

attributed to a nonoptimized Franck-Condon factor (Eq. 2)

(Regan et al., 1998). Recently, Verkhovsky and others

(Verkhovsky et al, 2001) suggested that ET from heme a to

heme a3 includes two kinetically different components: the

ultrafast (;108 s�1) transfer, which is energetically opti-

mized, and the regular transfer, which is controlled by either

heme-protein relaxation or CO dissociation from CuB.

Although this conclusion remains controversial (Namslauer

et al., 2002), our calculations indirectly support the pos-

sibility of the ultrafast ET component.

Protein groups surrounding heme a and heme a3 mediate

a variety of different pathways (Fig. 1). Two pathways that

have been suggested before include the fully covalent

pathway, which is mediated by HisA378, PheA377, and HisA376

(Regan et al., 1998), and the direct pathway that includes

a through-space jump between the d propionates of the two

hemes (Medvedev et al., 2000). Using the Pathways

analysis, we identified two other relevant pathways: one

mediated by ArgA438, which includes two hydrogen bonds,

and another mediated by HisA378, AlaA375, and HisA376,

which includes one hydrogen bond. The numbers of steps

and the corresponding maximum rates for these pathways are

shown in Table 2. In the crystallographic structure, the

covalent pathway and the direct pathway interfere construc-

tively, dominating the effective coupling. Thermal motion

shortens the distance of the through-space jump (CMD-

HMD[123] groups in either heme) to ;2 Å (Fig. 4) (and

possibly less, on longer timescales), increasing the corre-

sponding ET reaction rate by an order of magnitude and

making the direct pathway dominant (Fig. 3). Recently, it

was proposed (Zheng et al., 2003) that the ET from heme a to
heme a3 is facilitated by water molecules inside the protein.

Although inner water is certainly a possibility in CCO, its

influence on the ET between the two hemes appears unlikely.

As shown in Fig. 5, the protein groups surrounding the

dominant direct pathway are strongly hydrophobic; in

addition, distances between the two hemes do not leave

enough space for water molecules.

Supplementing the Pathways analysis, extended Huckel

calculations of the effective coupling for each of the path-

ways were performed. The results are in a close agreement

with the calculations for the full protein structure as well as

the Pathways estimates.

Direct or two-step reaction?

Apossibility of the direct ET reaction fromCuA to a3 has been
brought on by Tsukihara and others (Tsukihara et al., 1995).

The reaction could be mediated by four pathways, which start

on the copper ligands CysB196, GluB198, CysB200, and HisB204.

The effective coupling and the corresponding maximum rate

via any of these pathways were estimated at the Pathways

level. The ligand-metal bonds were treated as covalent bonds,

and the reorganization energy was set to 0.8 eV. For both the

crystallographic and equilibrium conformations, the maxi-

mum rate for the direct reaction turned out to be[2 orders of

magnitude smaller than the rate of the two-step reaction. Even

accounting for possible inner water molecules, which could

facilitate the effective coupling for the direct ET reaction, the

latter does not appear to be relevant.

CONCLUSIONS

The above analysis shows that the ET reactions in CCO

occur via distinct ET pathways. The protein and cofactor

FIGURE 3 Electron transfer from heme a to heme a3. The tunneling

energy range shown corresponds to the main energy gap. The typical donor

and acceptor energies are a few eV above the HOMO (;�9 eV). (Top

panel) The coherence parameter is high in the entire tunneling energy range.

(Bottom panel) The effective donor to acceptor electronic coupling and the

corresponding maximum reaction rate for the crystallographic conformation

(dotted line), equilibrium conformation (dashed line), and dynamic (solid

line). Thermal motion has little effect on the effective coupling and the

reaction rate. Both panels indicate that the electron transfer is dominated by

a few pathway tubes that interfere constructively.

TABLE 2 Pathways model estimates for the electron transfer

reaction from heme a to heme a3 in the crystallographic and

equilibrium conformations.

Pathway Steps kET, s
�1 (cryst.) kET, s

�1 (equil.)

Covalent 16 1 0 1 0 8 3 106 8 3 106

Direct 10 1 0 1 1 7 3 106 7 3 107

Via AlaA375 15 1 1 1 0 1 3 106 3 3 105

Via ArgA438 16 1 2 1 0 2 3 105 2 3 106

The second column shows the numbers of covalent steps, hydrogen bond

steps, and through-space jumps in each pathway. The steps are counted

from Fe of heme a to Fe of heme a3.
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structure that mediates the pathways is optimized for

providing fast, efficient, and robust ET reaction. Thermal

motion of the protein and cofactor atoms are a key factor in

further optimizing the ET reactions, which is critical for the

protein physiological function. Consistently with available

experimental data, the ET reaction occurs in two sequential

steps rather than directly. ET from CuA to heme a is found to
be dominated by the pathway starting at HisB204, and ET

fromheme a to heme a3 is dominated by a through-space jump

between the CMD-HMD[123] groups. The extended Huckel

level calculations are in close agreement with both experi-

mental data and the Pathways level estimates. Our calcula-

tions support the possibility of the ultrafast ET component

between the two hemes recently reported by Verkhovsky and

others (Verkhovsky et al., 2001).
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