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DETERMINANTS OF CONTRAST IN THE
SIGNAL-KEY PROCEDURE: EVIDENCE
AGAINST ADDITIVITY THEORY
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Two experiments are reported that challenge the interpretation of previous results with
the signal-key procedure, in which the discriminative stimuli are located on a response key
different from the key associated with the operant response requirement. Experiment 1
replicated the procedure of Keller (1974), and found that contrast effects on the operant key
occurred reliably for only one of four subjects. High rates to the signal key initially oc-
curred for only one subject, but modifications of the procedure produced substantial rates
to the signal key for all subjects. In all cases, however, signal-key behavior was greatly re-
duced by the addition of a changeover delay which prevented reinforcement within 2 sec-
onds of the last peck to the signal key, suggesting that signal-key pecking was maintained
primarily by adventitious reinforcement. Experiment 2 modified the signal-key procedure
by using three response keys, so that the discriminative stimuli on the signal key controlled
different responses during all phases of training. With this modification, reliable contrast
effects on the operant key occurred for all subjects, suggesting that the failure to find con-
trast in previous studies has been due to the confounding of changes in the discrimination
requirements with changes in relative rate of reinforcement. The results challenge the addi-
tivity theory of contrast, and suggest that “elicited” behavior plays a minor role, if any, in
the determination of contrast effects in multiple schedules.
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A major influence on theories of behavioral
contrast was the development of the “signal-
key” procedure by Keller (1974). With this pro-
cedure the response requirements for both
components of a multiple schedule are associ-
ated with one response key that has a constant
stimulus, whereas the discriminative stimuli
for the two components are located on a second
response key, which has no response require-
ment. Its rationale was derived from Catania’s
(1971) notion of “topographical tagging”, on
the assumption that behavior controlled by the
response contingency will occur on the “oper-
ant” key, whereas that elicited by the discrimi-
native properties of the stimulus will occur to
the signal key.

Two aspects of the results with the signal-key
procedure have been of major interest. First,
contrast effects generally do not occur when
“operant pecks” are considered in isolation.
Second, the change from nondifferential rein-
forcement to differential reinforcement (e.g.,
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mult VI 1-min VI l-min to mult VI l-min
EXT) results in the development in respond-
ing to the signal key. These two effects to-
gether have led to the additivity theory of con-
trast (cf. Rachlin, 1973; Schwartz & Gamzu,
1977), which claims that the increase in re-
sponding in the usual contrast procedure,
where the discriminative stimuli are located on
the response manipulandum, is due to the ad-
dition of elicited pecks to the operant baseline.

Additivity theory is now recognized not to
be capable of accounting for all instances of
behavioral contrast, as there have been num-
erous demonstrations of contrast in situations
in which the discriminative stimuli were lo-
cated away from the response manipulandum
(e.g., Bradshaw, Szabadi, & Bevan, 1978; Gut-
man, Sutterer, & Brush, 1975). However, it still
is believed to account for the major segment of
contrast effects in multiple schedules, with the
implication that previous attempts to relate in-
teractions in multiple schedules to interactions
in concurrent schedules (Herrnstein, 1970) are
incorrect. The further implication is that rela-
tive rate of reinforcement, which previously
had been regarded as the major controlling
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variable (Lander & Irwin, 1968; Nevin, 1974),
does not apply directly to operant behavior in
multiple schedules, but has its effects via Pav-
lovian contingencies with respect to the dis-
criminative stimuli.

The present paper provides data that chal-
lenge both empirical generalizations that have
come from signal-key procedures. Not only do
we show that contrast does occur with respect
to operant behavior using the signal-key pro-
cedure, we also show that a significant portion
of behavior to the signal key itself is controlled
by operant contingencies, not by Pavlovian con-
tingencies. Moreover, the data make a strong
case that the signal-key procedure is funda-
mentally flawed as a method for determining
the dynamics of operant behavior, because
many of the results seen with the procedure
may be due to confounding effects of changes
in the unit of responding.

Table 1 presents a summary of the results of
previous studies that have used the signal-key
procedure. Their results are presented in tab-
ular form to highlight the fact that previous
results have been quite variable, so that the
two empirical generalizations presented above
are oversimplifications. With respect to the be-
havior to the operant key, it is apparent that
contrast does occur in a significant number of
cases. Moreover, the most frequent result of a
contrast manipulation is not to leave respond-
ing to the operant key unaffected, but rather
to reduce operant-key responding. Why some
studies show contrast and some negative induc-
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tion is uncertain, but the variable results pro-
vide little support for the notion that behavior
controlled by the operant contingencies is in-
dependent of that controlled by the stimulus
contingencies. The reasons why such indepen-
dence should not be expected will be consid-
ered further in the introduction for Experi-
ment 2.

Of primary relevance to Experiment 1 are
the results shown on the right side of Table 1
for behavior to the signal key. Although a sig-
nificant number of subjects have failed to show
signal-key pecking, this number may be mis-
leading because there are several reports of
pecking directed toward the signal that do not
break the key contacts for automatic recording.
Moreover, the rates of signal-key pecking typi-
cally are much higher than can be gleaned
from Table 1, with response rates typically 15
to 20 responses/min. In general, the occur-
rence of signal-key pecking is a robust phenom-
enon that occurs in most studies.

Of major interest from Table 1 is the differ-
ent pattern of results for the last two studies
that are listed. These used a change-over-delay
(COD), where reinforcement was prevented
within some minimum delay after the last sig-
nal-key peck. Schwartz, Hamilton, and Silber-
berg (1975) first suggested the importance of
this control condition because of the possi-
bility of adventitious reinforcement of signal-
key pecking by operant-key reinforcement, (e.g.
when the birds alternate rapidly between the
keys). Schwartz et al. used a 2-sec COD; White

Table 1

Summary of findings of previous studies using the signal-key procedure. The entries represent the
number of subjects showing each effect. Contrast and negative induction were defined as a minimum
of a 10% change from the baseline level. When two baselines were run, the average of the two values
was used. When several different schedules were used in the variable component, the two most ex-
treme schedule values were used for the comparison.

Operant Key Stgnal Key
Number Negative (Responses/Minute)
Authors of Subjects Contrast No Effect Induction 5ormore 1to5 0t 1
Keller (1974) Exp. 1 3 0 0 3 2 1 0
Exp. 2 3 0 0 3 3 0 0
Schwartz (1975) 4 0 4 0 4 0 0
Spealman (1976) Exp. 3 6 0 2 4 5 1 0
Bouzas (1976) 6 3 1 2 1 0 5
Schwartz (1978) 4 4 0 0 4 0 0
Spealman, Katz, & Witkins (1978) 2 0 1 1 2 0 0
Woodruff (1979) 8 3 0 5 8 0 0
Schwartz, Hamilton
& Silberberg (1975) 4 2 1 1 0 1 3
White & Braunstein (1979) 6 1 2 3 1 3 2
Totals 46 13 11 22 30 6 10
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and Braunstein (1979) used a 1-sec COD. Al-
though all of the subjects in both studies
showed at least some amount of signal-key
pecking (even those in the 0 to 1 column), it is
nevertheless apparent that considerably less
signal-key behavior occurred for these two
studies, suggesting that adventitious “operant”
reinforcement is a major reason that signal-key
pecking is maintained. Unfortunately, this
conclusion can be questioned because neither
study determined whether more signal-key be-
havior would occur in the absence of the COD.
It is possible, therefore, that the failure to find
signal-key behavior was due to some proce-
dural feature other than the COD.

The only study that explicitly assessed the
effects of a COD was Spealman (1976). He pre-
sented a l-sec COD for ten sessions after a
lengthy period of training without a COD.
Responses to the signal key were reduced for
5 of 6 subjects, but Spealman discounted the
role of adventitious reinforcement because sub-
stantial signal-key behavior still remained.
This conclusion is questionable, however, be-
cause the 1-sec COD may not be long enough
to prevent adventitious reinforcement (espe-
cially if the animal is responding with bursts
to the operant key) and because 10 sessions
may not have been sufficient for the full effects
of the COD to be evident.

The present study provides a direct assess-
ment of the effects of a COD on signal-key
pecking. Pigeons were presented a procedure
similar to the original study of Keller (1974),
first without a COD, and then a COD was
added. As will be seen, the addition of the
COD had substantial effects on behavior.

EXPERIMENT 1
METHOD

Subjects

Four experimentally naive White Carneaux
pigeons were maintained at 809, of their free-
feeding body weights by additional feeding,
when necessary, after the end of the experi-
mental sessions.

Apparatus

A standard operant chamber was constructed
by attaching a clear Plexiglas cube to a three-
key intelligence panel (Gerbrands model
#G7113). The size of the cube was 30.5 cm in
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all dimensions. The interior chamber was then
enclosed in a larger wood box with a ventilat-
ing fan for insulation. The three keys of the
front panel were approximately 1.6 cm in di-
ameter and were spaced 5.3 cm apart, edge to
edge. Approximately 10 cm below the middle
key was the opening to the food hopper, which
was illuminated with white light by two 28-V
dc bulbs when food was available. Each key
required a minimum force of .10 N for the con-
tact to be broken for the recording of a re-
sponse. There was no auditory feedback.
Mounted in the left rear corner of the interior
chamber was a single 28-V dc unshielded light
bulb which served as the houselight at all
times during an experimental session.

Procedure

On the first day the subjects were trained to
eat from the food magazine by leaving it up
until eating occurred for the first time and
then by presenting progressively shorter hop-
per durations until the 2.5-sec duration that
was used for the remainder of the study. On
the next two days, the subjects were hand-
shaped to peck the left key of the chamber,
which was illuminated with white light, and
which was to serve as the operant key for the
remainder of the experiment. During this
training the center key was not illuminated.

All subjects were then placed on a two-com-
ponent multiple schedule in which indepen-
dent VI 30-sec schedules operated in the two
components. Reinforcers that were scheduled
but not obtained by the end of a component
were held over to its next presentation. The
left key was always white, whereas the other
key alternated between red and green. The re-
sponse requirement for both components was
associated with the left key, whereas respond-
ing to the center key had no scheduled effect.
Components alternated every 60 sec and ses-
sions terminated after 30 min (15 complete
cycles).

A total of 25 baseline sessions with equal VI
schedules in the two components were con-
ducted. The schedule during green was then
changed to EXT for 30 sessions. Then, the
mult VI EXT schedule was continued for
either 10 or 15 sessions (depending on the sub-
ject) in which a 2-sec COD was imposed for
signal-key pecking. With the COD, reinforce-
ment on the operant key could not occur
within 2 sec of the last peck on the signal key.
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The subjects were then returned to the mult
VI 30 VI 30-sec baseline condition with the
COD removed. After 20 sessions with the pro-
cedure of the initial baseline, response feed-
back was added for all pecks, regardless of
whether they were to the operant key or to the
signal key. This feedback consisted of a 100-
msec interruption of both keylights, which
produced a blinking effect. This feedback was
continued for the remainder of the experi-
ment. It had no apparent effect, however, and
will not be discussed further.

After a total of 30 sessions to the second
baseline condition, the schedule during green
was again changed to EXT and the multiple
VI EXT schedule was continued for 20 ses-
sions, without the COD being used.

Because several of the subjects developed
only a small amount of signal-key pecking dur-
ing the first four conditions of the study, a sec-
ond series of conditions was undertaken with
several procedural changes designed to pro-
duce more signal-key pecking. The VI compo-
nent of the mult VI EXT was changed to a
variable-time (VT) schedule, with all reinforc-
ers delivered independently of responding. All
other aspects of the procedure remained the
same. This training continued for 20 sessions,
at which time the operant key (left key) was
turned off, so that only the signal key was il-
luminated (with red still correlated with VT
and green with EXT). After 15 additional ses-
sions without the operant key, it was again il-
luminated and 20 additional sessions were con-
ducted.

The final experimental manipulation was
the addition of the 2-sec COD for signal-key
pecking. Reinforcers that were scheduled by
the VT schedule were held until a 2-sec period
had elapsed without a response to the signal
key. Responses on the operant key had no
scheduled effect. Training continued on the
mult VT EXT schedule with the COD in ef-
fect for 25 sessions, followed by 20 sessions
with the COD removed.

REsuLTs

Response-dependent schedules. Figure 1
shows the results for the first series of condi-
tions in which either a mult VI VI or a mult VI
EXT was presented. The circles show the rates
of responding to the operant key during each
of the two components. The triangles show re-
sponse rates to the signal key during the red
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Fig. 1. Result for individual subjects for response-
dependent schedules in Experiment 1. The circles show
responding to the operant key (filled circles for un-
changed component, unfilled circles for variable com-
ponent), and the triangles show responding to the sig-
nal key. The dashed line in the center of the graph
shows the point at which the COD was added.
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component only, which was always associated
with the VI schedule. Some signal-key pecking
did occur during the green component as well,
but it was minimal and easily could be inter-
preted as generalization from the red compo-
nent.

First considering operant-key responding,
considerable intersubject variability is evident
from Figure 1, as one subject (R-19) showed a
clear contrast effect during both exposures to
the mult VI EXT, whereas a second subject
(R-43) showed a clear negative induction effect
during both exposures. The remaining two
subjects both showed an increase in operant
responding above that seen in the first baseline
condition, but for both subjects the initial in-
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crease was followed by a decrease, which ap-
peared to be associated with the development
of pecking to the signal-key. This is seen most
clearly for Subject R-65, where an inverse rela-
tion between signal-key pecking and operant-
key pecking became more evident when the
COD contingency was introduced (indicated by
the dashed line). The COD greatly reduced sig-
nal-key pecking for that subject, and operant-
key pecking for that subject increased once
again. The result was that the terminal level of
operant-key pecking with the COD in effect
was above the final level of the first baseline
condition, although the difference was not
large. The second exposure to the mult VI
EXT schedule (fourth panel) produced a still
smaller effect, best seen in Table 2, which sum-
marizes the response rates during the last five
sessions of each condition shown in Figure 1.

Behavior to the signal key was also quite vari-
able across subjects. Only one subject (R-65)
developed any significant pecking to the signal
key (shown by the triangles just to the left of
the dashed line), although all subjects did re-
spond at least somewhat to the signal key, as
shown by Table 2. Moreover, it can be seen
from Table 2 that the occurrence of signal-key
pecking was due to the differential reinforce-
ment in the two components of the schedule,
as no subject exhibited such pecking during
the first baseline condition, and all subjects
once again decreased their rate of pecking to
the signal key when the baseline condition was
reinstated.

Of primary interest was the effect of the
COD contingency. This is most evident from
the comparison of columns 2 and 3 of Table 2,
where it is seen that all subjects reduced their

Table 2

Response rates during the last five sessions of each of the con-
ditions shown in Figure 1. Rates on the operant key are
shown first. Rates on the signal key are presented in paren-
theses.

cop

Added
Subjet  VIVI VIEXT VIEXT VIVI VIEXT
R-19  61.6 1008 1051  76.2  103.2
(00) (08 (05 (0.0) (1.2
R-40 436  62.1 64.2 567  60.5
(0.0) (1.6) (0.6) (0.5 (1.5)
R-43 406 336  47.2 767  59.7
(0.0) (30 (0.2 (0.0) (1.5
R-65 623 585 733 646  64.1
(0.0) (258) (3.9 (1.9 (0.9
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rate of pecking to the signal key after the COD
was imposed. The significance of this effect is
equivocal, however, as only one subject had
any substantial amount of signal-key pecking
even without the COD (R-65), and it never re-
sumed such pecking upon the second exposure
to the mult VI EXT when the COD was not
in effect. It should be emphasized, neverthe-
less, that the signal-key behavior that did occur
was greatly reduced during the fifteen sessions
in which the COD was in effect.

Response-independent schedules. The re-
sponse rates during the VT component of the
mult VT EXT schedule are shown in Figure 2.
The first condition shown there came immedi-
ately after the last condition shown in Figure
1, where a mult VI EXT schedule was used.
The change to response-independent reinforce-
ment had variable effects across subjects. Two
subjects (R-19 and R-40) continued to respond
to the operant key, with little responding to
the signal key, in much the same way as they
had with the response-dependent schedules. A
third subject (R-43) responded progressively
less on the operant key as training continued,
but this was not accompanied by an increase
in responding to the signal key. The remain-
ing subject (R-65) not only decreased its re-
sponding to the operant key, but also increased
its responding to the signal key. It should be
noted that this was the one subject that exhib-
ited considerable signal-key pecking when the
VI schedule was in effect.

Because it seemed possible that the failure of
signal-key pecking to develop was due to com-
petition from responding to the operant key,
the procedure was changed to eliminate such
competition by turning off the operant key al-
together. The second segment of Figure 2
shows the results. Subject R-19 immediately
began responding to the signal key with a high
rate, despite little responding to the signal key
previously. For Subject R-40, substantial peck-
ing to the signal key developed over sessions.
In contrast, Subject R-43 continued to respond
with low rates to the signal. The remaining
subject, R-65, which had already developed
high rates to the signal key, exhibited an ini-
tial decrease in signal-key pecking which then
recovered.

The third segment shows the results when
the “operant” key was once again illuminated
(the same conditions as in the first segment).
The results were generally more consistent, as



166
ANT

REY OFF coo 0,
100 { JI
80 /\A 4
e |

e

40 R-19 w
20 }

w

'.'.-) -

Z 20 p-g0

= 10} A
5 0 E o Naue ::33:&
0 40

" 30}

.t‘DJ 20 | R-43

S

§ o b oea gae ém

['4

40 | /‘\

30 f

1 >\< R-65

[ O0=0=0 \%-O‘N
BLOCKS OF FIVE SESSIONS

Fig. 2. Results for individual subjects for response-in-
dependent schedules in Experiment 1. Only the results
for the VT component of the mult VI EXT are
shown. The circles show responding to the operant key.
The triangles show the responding to the signal key.

three of the subjects had developed substantial
signal-key behavior by the end of training on
this condition, whereas their behavior to the
operant key had been reduced to generally low
levels. The remaining bird (R-19) returned to
a behavior pattern similar to that in panel 1,
with high rates to the operant key and low
rates to the signal key, despite the immediately
preceding training in which high rates oc-
curred to the signal key.

The fourth segment of Figure 2 shows the
results of adding the 2-sec COD to the multiple
VT EXT schedule. It is evident that responses
to the signal key were substantially reduced for
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all subjects. The fifth segment shows the effect
of removing the COD; response rates to the sig-
nal once again increased for three of the four
subjects. The effects of the COD occurred de-
spite little change in the obtained rate of rein-
forcement, which was never reduced more than
59, per session. The magnitude of the effect of
the COD is most clearly seen in Table 3, which
shows the signal-key rates during the last 5 ses-
sions of each of the three conditions (segments
3, 4, and 5 of Figure 2).

The subjects were observed during the pe-
riod of training shown in the fourth segment
of Figure 2, to determine what behavior, if
any, replaced signal-key pecking when the
COD was introduced. All subjects were seen
to direct pecking toward the signal key, some-
times to the panel of the side of the signal key,
but more often with “air pecks” that made no
contact. Apparently, therefore, the primary
effect of the COD was to change the location
of the pecking behavior, not necessarily its
frequency.

A final observation from Figure 2 is the in-
verse relation between signal-key pecking and
operant-key pecking that occurred for Subject
R-65. Prior to the use of the COD its operant-
key behavior had been reduced to a low level
as signal-key pecking increased, but then once
again returned when signal-key pecking was
reduced by the COD (fourth segment). Finally,
the operant-key behavior was again reduced
when the signalkey behavior partially re-
sumed after the COD was removed (fifth seg-
ment).

Discussion

The results show that signal-key pecking was
substantially reduced by imposing a delay be-
tween such pecking and the reinforcer. The
results are consistent with two previous studies

Table 3

Response rates on the signal key as a function of the presence
or absence of the COD requirement. The data are taken
from the last five sessions prior to the addition of the COD,
the last five sessions of the training period with the COD,
and the last five sessions of the training period following the
removal of the COD (corresponding to Panels 3, 4, and 5 of
Figure 2). Throughout all training the schedule was multiple
VT 30-sec EXT.

Subject No COD COoD No COD
R-19 3.8 0.5 0.5
R-40 39.1 4.3 8.8
R-43 10.1 4.7 26.1
R-65 33.6 0.6 6.6
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that used a COD in a signal-key procedure
(Schwartz et al., 1975; White & Braunstein,
1979), where very low rates of signal-key re-
sponding were also found. The results also
challenge the conclusions drawn from a third
study using a COD (Spealman, 1976), in which
substantial signal-key pecking still occurred
after the COD was introduced. The most likely
reason for the high rates in that study is that
the COD was only 1 sec in duration and was
used for a short period of training.

The results argue against the stimulus-rein-
forcer contingency as the sole determinant of
signal-key pecking. Since the procedural effect
of the COD is to increase the temporal dis-
tance between pecks to the signal key and the
reinforcer, the response-reinforcer relation
must also play a role. Moreover, the impor-
tance of the response-reinforcer relation is em-
phasized by a feature of previous signal-key
procedures (and of studies with response-
independent reinforcement: e.g., Gamzu &
Schwartz,1973) that is seldom noted. Almost all
such studies have used reinforcement sched-
ules with frequencies of reinforcement (e.g. VI
30-sec) far greater than generally used to study
behavioral contrast. In fact such high frequen-
cies are less likely to produce contrast in the
typical procedure than are lower frequencies
(Reynolds, 1963; Spealman & Gollub, 1974).
High rates of reinforcement obviously increase
the likelihood that a signal-key peck will be
followed adventitiously by a reinforcer.
Whether such high rates are actually necessary
to maintain behavior to the signal key is un-
certain.

Although we believe the best interpretation
of the COD effects is in terms of eliminating
adventitious reinforcement of signal-key peck-
ing, this interpretation can be challenged by
the observations taken after the COD was in-
troduced, where all subjects were found to con-
tinue a high level of pecking directed toward
the signal, but these pecks no longer made con-
tact with the key surface. A possible interpre-
tation is that the signal-reinforcer contingency
continued to exert a powerful elicited effect on
pecking, whereas the effect of the COD re-
sponse contingency was solely to direct the lo-
cation of those pecks (cf. Staddon & Simmel-
hag, 1971). We have no way of excluding this
explanation, although it should be noted that
air pecks, etc., could have been controlled by
adventitious reinforcement in the same way as
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was the location of pecking. The latter inter-
pretation has the advantage of parsimony, as it
requires that only one mechanism be invoked
for the control of both the frequency and loca-
tion of the pecking behavior.

But an explanation in terms of adventitious
reinforcement is itself challenged by the find-
ing that signal-key pecking is eliminated when
differential reinforcement in the two compo-
nents is returned to nondifferential reinforce-
ment (cf. Gamzu & Schwartz, 1973). Since such
changes in the stimulus contingency should
not alter the temporal relation between the
response and reinforcer, an interpretation in
terms of adventitious reinforcement would
seem to require that signal-key pecking, once
initiated, would be maintained even without
a differential stimulus-reinforcer contingency.

But such an objection may be less serious
than it first appears, if it is recognized that se-
quences of activity involving orientation to
the signal key have differential probabilities of
reinforcement depending upon the operant
schedule in the two components. This can be
seen by considering the implicit contingency
for attention to the signal key when differen-
tial reinforcement is in effect, but not other-
wise. With nondifferential reinforcement there
is no reason why the animal should orient
toward the signal key, and such orientation
should suffer the effects of response cost be-
cause it interferes with the operant-key peck-
ing that produces the reinforcer. But with
differential reinforcement, orientation to the
signal key is necessary if nonreinforced pecking
to the operant key is to be eliminated. Thus,
sequences of behavior involving orientation to
the signal key will be differentially reinforced
relative to response sequences consisting only
of pecks to the operant key itself. When this
implicit contingency is removed upon the re-
turn to nondifferential reinforcement (mult VI
VI), it should then not be surprising that ori-
entation (and pecking) to the signal key should
also disappear.

Even if it were true that the stimulus-rein-
forcer contingency, per se, played a critical role
in maintaining signal-key pecking, it is impor-
tant to recognize that the present results show
that the stimulus contingency is not the sole
determinant of such pecking. This recognition
challenges the interpretation of previous sig-
nal-key studies (e.g. Schwartz, 1975), where the
similarity between the amount of signal-key
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pecking to the magnitude of contrast effects in
one-key multiple schedules has been taken as
strong evidence that contrast is due entirely to
the stimulus-reinforcer contingency. The pres-
ent results provide evidence against this inter-
pretation, both in terms of the effects of the
COD, and in terms of the inverse relation
between signal-key pecking and operant-key
pecking that was noted in several instances
(e.g., Subject R-65). The implication is that
signal-key pecking is not independent either of
the operant contingencies or of the degree of
operant-key pecking itself. Consequently, the
motivation behind the signal-key procedure—
the functional separation of the two types of
behavior—has been severely compromised.

EXPERIMENT 2

Experiment 2 addresses the second main
finding from the signal-key procedure—that
contrast does not occur when the operant key
is considered in isolation. Such a generaliza-
tion is already suspect, as shown by the fre-
quent occurrence of contrast in the studies
listed in Table 1, and the occurrence of con-
trast for some of the subjects in Experiment 1.
But the argument that will be supported here
is stronger than the fact that contrast occasion-
ally does occur. It is instead that the signal-key
procedure is inherently flawed as a method of
assessing “operant” contrast, because it is con-
founded by changes in the type of behavior
that is measured.

What is meant by changes in the type of be-
havior can be understood by considering how
responses during the baseline condition of the
signal-key procedure differ from those during
the contrast manipulation with differential re-
inforcement. During the baseline the animal
may completely ignore the stimulus on the sig-
nal key because it contains no information,
i.e,, the schedule is the same regardless of the
stimulus that is present. The most likely be-
havior is to orient only to the operant key. But
with differential reinforcement, stimulus con-
trol by the signal key occurs, so the animal’s
orientation should switch back and forth be-
tween the operant and signal keys. In other
words, during the baseline the animal may
look straight ahead and peck the operant key,
whereas during the contrast manipulation it
will alternate such pecking with looking at the
signal key. Given that looking at the signal key
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should interfere with operant-key pecking, it
should not be surprising that the increase in
responding on the operant key that is expected
from the contrast manipulation is less likely
to occur.!

The preceding example is a specific instance
of a common misunderstanding involved in
most recent studies of contrast in which the
discriminative stimuli are located off the re-
sponse manipulandum. Such studies have the
implicit assumption that the unit of behavior
is simply the contact of the pigeon’s beak with
the key, per se. An alternative view is that the
definition of the response unit must include
the entire three-term contingency. Accord-
ingly, comparisons between different rates of
responding produced by different experimen-
tal conditions are meaningful only to the ex-
tent that stimulus control remains the same
over the various conditions. Otherwise the dif-
ferent rates of responding may only reflect in-
commensurate response units. This is likely to
be a severe problem for off-key discrimination
procedures, because the source of stimulus con-
trol is changed from being entirely on the re-
sponse key (when nondifferential reinforce-
ment is in effect) to elsewhere in the chamber,
with the possible results that the pattern of
pecking will also be changed. And because the
nature of such changes will depend upon the
characteristics of the particular experimental
chambers, it should not be surprising that the
outcome of off-key discrimination procedures
have been quite variable, some showing con-
trast, some no effect, and some negative induc-
tion.

It is possible to overcome the problem of
changing response units by insuring that con-
trol by the signal-key stimulus occurs during
all of the conditions of the experiment. To ac-
complish this, Experiment 2 used a three-key
procedure in which the discriminative stimuli
for the two components of a multiple schedule
were located on the center key, which was not
associated with the operant response require-
ment. During the first stimulus, responding to
the left key was reinforced and responding to
the right key was nonreinforced; during the

A similar argument has been made by Madden and
Menlove (Note 1), who pointed out that the signal-key
procedure involves different stimulus processing re-
quirements in the baseline and experimental conditions.
Those authors also reported the results of a three-key
procedure similar to that used here.
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second stimulus, responding to the right key
was reinforced and responding to the left key
was nonreinforced. By use of such a procedure
stimulus control by the signal key is insured
during the baseline phase of the experiment,
so that changes in relative rate of reinforce-
ment during the contrast phase of the study do
not result in changes in the stimulus control
relation. At issue is whether reliable contrast
occurs with this version of the signal-key pro-
cedure.

METHOD

Subjects and Apparatus

Four White Carneaux pigeons were main-
tained at 80% of their free-feeding body
weights by additional feeding, when necessary,
after the end of the experimental sessions. All
had extensive experimental histories, includ-
ing previous training with one-key multiple
schedules. The apparatus was identical to Ex-
periment 1, with the modification that all
three response keys were now illuminated.

Procedure

Because of the previous experience of the
subjects, they were immediately exposed to the
multiple schedule that was used for the first
part of the study. A two-component schedule
was presented, in which all three response keys
were illuminated. During Component One,
both side keys were white and the center key
was red, and pecks to the left key were rein-
forced on a VI 3-min schedule. Pecks to the
center or right side key had no scheduled con-
sequences. During Component Two, the side
keys remained white, the center key was green,
and pecks to the right key were reinforced on
a VI 3-min schedule. Again pecks to the re-
maining two keys had no scheduled conse-
quences. The two components alternated
regularly with a component duration of 1 min.
Sessions terminated after 90 min.

After 30 sessions with the mult VI 3 VI 3,
the schedule associated with the green center
key was changed to EXT for 25 sessions. Then
the mult VI 3 VI 3 was returned for 25 addi-
tional sessions, followed by 25 more sessions in
which the schedule associated with green was
again returned to EXT. Finally, the schedule
associated with green was changed for 15 ses-
sions to VI 1 min. Throughout all of the con-
ditions the schedule associated with the red
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center key was always VI 3 min for left-key
pecks.

RESULTS

Table 4 shows the results for the last five ses-
sions of each condition for the behavior during
the constant VI 3 min components (with red as
the signal) for both the operant and signal
keys. With respect to the operant key, contrast
did occur for all four subjects, as response rates
were lower when VI 3 or VI 1 was associated
with the variable component than when EXT
was the variable schedule. The effects were re-
versible across the two replications of the mult
VI 8 VI 8 and mult VI 3 EXT conditions, al-
though there was some variability in the size
of the effects. For one subject (R-4) the effects
were quite small, but were also reversible. The
remaining three subjects had rate increases of
30 to 90%, depending upon the particular sub-
ject and the baseline condition used for com-
parison.

Only one subject (B-4) developed any signifi-
cant amount of pecking to the signal key, as it
responded to the signal key with a rate similar
to its rate on the operant key. Despite this high
rate to the signal key, however, B-4 also exhib-
ited a reliable contrast effect on the operant
key. It should be noted that no COD was used,
so that the role of the response-reinforcer rela-
tion in maintaining the signal-key responding
is unknown. Observation of the subject sug-
gested that adventitious reinforcement was in-
volved because the subject’s behavior consisted
primarily of alternation between the two re-
sponse keys. It also should be noted, however,
that signal-key pecking occurred only during

Table 4
Response rates during the last five sessions of each condition
of Experiment 2. Only the behavior during the constant VI
3-min component is shown, presented separately for
behavior to the operant key and signal key.

Schedule in Variable Component

Subject Vi3 EXT VI3 EXT VIl

R-3 Operant 30.4 50.8 37.9 45.7 34.8
Signal 0 0 0 0 0

R-4 Operant 27.1 29.0 23.1 269 23.7

Signal 0.1 06 01 0.1 0.0

R-7 Operant 25.7 39.1 33.8 509 31.8

Signal 0.0 00 00 02 0.1

B-4 Operant 13.9 24.7 223 27.7 13.4
Signal 0.1 225 1.1 29.7 14
Mean Operant 243 359 29.3 37.8 259

Signal 00 58 03 7.5 04
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the mult VI 3 EXT conditions, and quickly dis-
appeared during the mult VI 3 VI 3 condition,
showing that differential reinforcement was a
critical variable. Also, signal-key pecking did
not develop during the mult VI 8 VI 1 condi-
tion, for either component, indicating that dif-
ferential reinforcement was not always a suffi-
cient condition.

Figure 3 shows the responses to both the left
and right operant keys throughout the period
of training. Of major interest is the relation be-
tween the acquisition of stimulus control and
the occurrence of contrast for left-key respond-
ing during the unchanged component. Al-
though stimulus control was generally stable
by the end of the first baseline, the first change
to the mult VI EXT (Panel 2) disrupted stimu-
lus control to some degree, as all subjects in-
creased their rate of left-key responding during
the green stimulus (incorrect pecks) when rein-
forcement for right-key pecks was removed
during green. This incorrect responding to the
left key then substantially decreased, but re-
mained at a moderate level for some subjects.
A similar pattern occurred during the second
exposure to mult VI EXT (Panel 4), but there
the increase in left-key responding was sub-
stantially less and the amount of such respond-
ing reached near zero level by the end of that
phase of training.

An important, observation from Figure 3 is
the degree of right-key responding during red
(incorrect right-key pecks). To the extent such
responding occurred during the baseline condi-
tions and then disappeared during mult VI
EXT, the contrast effect with respect to left-
key responding becomes difficult to interpret.
Namely, the increase in correct left-key re-
sponding could be a reflection of an increase in
the time available for such responding, after
right-key incorrect responding was eliminated.
For example, for Subject B4, the rate of in-
correct right-key responding was 8.6 responses/
min during the last five sessions of the first
baseline, and this behavior was completely
eliminated during subsequent exposure to
mult VI EXT. Since the increase in left-key re-
sponding (from 13.9 to 24.7) was of a similar
magnitude, the contrast effect could be due
simply to the decrease in competition from
right-key responding. Such competition did oc-
cur to some degree, as shown by all subjects at
the beginning of mult VI 3 VI 1 (fifth panel),
where there occurred a transitory decrease in
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left-key responding that was correlated with
the resurgence of incorrect right-key respond-
ing.

gAlthough the role of response competition
complicates the present analysis, it clearly is
not sufficient to explain the full range of con-
trast effects. Only Subject B-4 had any substan-
tial amount of incorrect right-key responding,
so that the size of the contrast effects with re-
spect to left-key responding was always consid-
erably larger than the corresponding changes
in right-key responding. Excluding Subject B-4
(which was also unusual because of its consid-
erable signal-key pecking), the average rate of
incorrect right-key responding was 2.5 re-
sponses/min in the first baseline condition (last
five sessions) and 1.2 responses/min in the sec-
ond baseline, whereas as shown in Table 4, the
average size of the corresponding contrast ef-
fects was 11.9 and 9.6 responses/min. Similarly,
the average increase in incorrect right-key re-
sponding with the change to mult VI 3 VI 1
was 2.1 responses/min, whereas the average
size of the decrease in left-key responding (neg-
ative contrast) was 11.1 responses/min.

DISCUSSION

The results shown in Table 4 leave little
doubt that contrast does occur reliably in a
procedure in which the discriminative stimuli
are presented off the response manipulanda.
The results thus support the contention that
the failure to find operant-key contrast in other
signal-key studies has been due to the con-
founding of changes in stimulus control with
the dynamic effects of varying relative rate of
reinforcement. As discussed in the introduc-
tion to Experiment 2, such confounding
should work against the demonstration of con-
trast, because the development of stimulus con-
trol for the first time during the contrast phase
should generally lower the rate of responding.

The present emphasis on changes in stimu-
lus control has important implications for un-
derstanding several results that have been ob-
tained previously with signal-key procedures,
several of which have been considered of the-
oretical importance. For example, Schwartz
(1975) presented data showing that positive
contrast was not a reliable effect with the sig-
nal-key procedure, whereas negative contrast
was a reliable effect. He then concluded that
the two types of contrast must be functionally



70¢
60}
50}
40}
30}
20

10

401

30t

20t

50
40
30

10

RESPONSES PER MINUTE

60}
S50t

30}
20t
0t

Fig. 3. Results for individual subjects for all conditions in Experiment 2. The schedule designation at the top
of each segment shows the schedule in effect for pecks to the right key during the green stimulus. The schedule
for pecks to the left key, during red, was always VI 3-min. Unfilled symbols represent pecks that were always in-

correct.

SIGNAL-KEY PROCEDURE

Vi-3' EXT Vi-3' EXT VI-1!

e
o e S

/[
>-<>-H‘\//7‘<\/\/

%&wg\

60

20}

M&&i&:mgﬁmfé&m

70¢

. LEFT PECKS o—- . RIGHT PECKS a—a
RED: RIGHT PECKS &—a GREEN: LEFT PECKS o—o

Ve e -

BLOCKS OF FIVE SESSIONS



172

separate. The differences found by Schwartz
are in fact to be expected on the basis of the
present formulation. We have argued that the
use of nondifferential reinforcement in a sig-
nal-key multiple schedule produces higher re-
sponse rates than the use of differential rein-
forcement because the unit of behavior is more
efficient (i.e., pecks on the operant key are not
interrupted by looking at the signal key). Thus,
when a baseline schedule with nondifferential
reinforcement is changed to a contrast manip-
ulation with differential reinforcement, the re-
sults should be a general decrease in the mea-
sured rate of responding, independent of other
variables that might also change the rate. With
a positive contrast procedure, this decrease in
rate will work against the demonstration of
contrast, whereas with a negative contrast pro-
cedure it will work in favor of the demonstra-
tion.

The present formulation also makes a more
exact prediction that is supported by
Schwartz’s (1975) data. Namely, negative con-
trast should occur when the experimental ma-
nipulation is a change from nondifferential to
differential reinforcement, but should be less
likely when the manipulation is a change from
differential to nondifferential reinforcement.
His study reported the effects of two separate
manipulations designed to show negative con-
trast: mult VI 3-min VI 3-min changed to mult
VI 3-min VI 72-sec, and mult VI 3-min VI 72-
sec changed to mult VI 72-sec VI 72-sec. His re-
sults were that the first of these did produce
reliable negative contrast, whereas the second
manipulation did not.

The present conception is also pertinent to
the effects of varying component duration with
a signal-key procedure. The magnitude of con-
trast in the standard procedure is inversely re-
lated to component duration (Shimp & Wheat-
ley, 1971; Williams, in press), and with short
components (e.g., 10 sec) the relative rate of
responding matches the relative rate of rein-
forcement (cf. Killeen, 1972). Using the signal-
key procedure, Spealman (1976) and Schwartz
(1978) interpreted these general effects to result
from changes in the degree of elicited respond-
ing. That is, shorter components had no con-
sistent effect on the response rates to the oper-
ant key, but increased rates to the signal key
in the component with the higher density of
reinforcement. Given the central importance
of component-duration effects in understand-
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ing contrast, these results have been taken as
strong evidence for additivity-theory interpre-
tation.

But the increase in responding to the signal
key with short components need not be inter-
preted as increases in the number of elicited
pecks. This is true because implicit contingen-
cies created by the signal-key procedure are
altered by changes in component duration.
The subject can determine the schedule in
operation only by attending to the signal-key,
and the uncertainty regarding the schedule is
greater the more frequently the schedules al-
ternate. Thus, the operant contingency itself
should increase the frequency of signal-key
orientation with shorter components, so that
the baseline pattern of behavior is also
changed. Consequently, the rate of pecking the
operant key should be reduced by using
shorter components, because there is greater
competition from orientation responses to the
signal. Similarly, the likelihood of signal-key
pecking should increase, because the increase
in frequency of orientation to the signal key
should increase the opportunities for adven-
titious reinforcement for signal-key pecking.

The preceding account is post hoc, but is
supported empirically by the results of Bouzas
(1976; also described by de Villiers, 1977). He
first used 60-sec components with a signal-key
procedure, and found that several (but not all)
subjects exhibited contrast on the operant key,
but with little responding to the signal key.
Notably, the one subject that exhibited nega-
tive induction to the operant key also had a
high rate of signal-key pecking. He then short-
ened the component duration to 10 sec and
found that all subjects then exhibited negative
induction on the operant key, but this effect
was now accompanied by the development of
considerable behavior to the signal key. Such a
pattern would be predicted by the account just
given.

In summary, the present study is consistent
with a growing number of studies (e.g. Gutt-
man et al.,, 1975; Williams, 1979) showing that
additivity theory cannot provide a complete
account of contrast interactions in multiple
schedules. The present results go beyond pre-
vious findings, however, by suggesting that the
mechanism implied by additivity theory need
not be involved, in any way, in steady-state in-
teractions, because the major evidence in favor
of additivity theory cannot be taken at face
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value. The implication is that an account of
schedule interactions may yet be possible that
is sufficiently general to encompass a variety of
schedule situations. Whether such an account
will be based on the concept of relative rate of
reinforcement (e.g. Herrnstein, 1970; Lander
& Irwin, 1968; Nevin, 1974), or whether it will
involve some other variable, remains to be
determined.
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