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A procedure was developed to enable nonverbal organisms to report what they remember
of the temporal organization of their recent behavior. A baseline behavior with known
temporal structure was established by a concurrent variable-interval variable-interval
schedule for two temporal patterns of behavior (two different classes of reinforced inter-
response times). The five pigeon subjects emitted these two temporal patterns on a center
key and were occasionally given a short-term memory probe for their most-recently-emitted
pattern. The probes consisted of symbolic delayed matching-to-sample tests, in which a
response on a green side key was reinforced if the most recent pattern belonged to the
shorter reinforced class, and a response to a red side key was reinforced if the most recent
pattern belonged to the longer reinforced class. All subjects could report with over ninety
percent accuracy what their most recently emitted behavioral pattern was when a retention
interval separating the pattern from the memory probe was only .1 seconds. The retention
interval was then manipulated, and it was found that recall for a pattern was frequently
above chance after a delay of as much as eight seconds. Thus, pigeons can remember their
most recent interresponse time not only right after it is emitted, but for several seconds
thereafter. In other conditions, the patterns themselves were manipulated. It was found
that as the patterns became more similar, discrimination became poorer. These results agree
with the view that reinforcement tends to organize and integrate the local structure of
behavior to the extent to which that structure is remembered.
Key words: short-term memory, delayed matching to sample, concurrent schedules, vari-

able-interval schedules, interresponse times, pigeons

Morse (1966) proposed that there is a shap-
ing property of reinforcement which is re-
flected in the way reinforcement establishes
local temporal patterns in behavior. More re-
cently, it has been suggested that the behavior
that is shaped is the behavior an organism
remembers having recently emitted when a
reinforcer is delivered (Shimp, 1975, 1976,
1978, 1979). A pattern might get shaped as an
integrated unit if a subject remembered it
when a reinforcer was delivered. This idea has
been applied to the analysis of interresponse
times, interchangeover times, and more elab-
orate sequences of various kinds of patterns
(Shimp, 1975, 1978, 1979).
An experiment by Reynolds (1966) has ap-
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peared to be an anomaly from this point of
view. In Reynolds's experiment, a pigeon
pecked a red key twice. The second peck
changed the color to blue for 30 sec. If the
two pecks in red were spaced at least 18 sec
apart, so that there was at least an 18-sec
interresponse time, the reinforcement schedule
in effect during blue was a variable-interval
schedule for food. If the interresponse time in
red was less than 18 sec the schedule in the
subsequent period of blue was extinction.
A differential-reinforcement-of-low-rate (DLR)
18-sec schedule was therefore in effect in red
for just one interresponse time. Reynolds
found that his pigeons had very poor DRL
performance in red in the sense that there was
little or no sign that the contingency con-
trolled the local patterning of behavior in red.
And, what is puzzling from the shaping point
of view described above, a pigeon was able
to report what interresponse times it was pro-
ducing in red, in the sense that the subsequent
response rate in blue was higher after longer
interresponse times in red than after shorter
interresponse times in red. Reynolds concluded
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that the subjects "discriminated the duration
of the interresponse times" in red, yet failed
to produce interresponse times appropriate
to the DRL contingency. It was as though the
subject knew what reinforcement depended
on, i.e., a particular temporal pattern of be-
havior, yet did not use that information: the
local reinforcement contingency did not shape
the local patterning of behavior even though
a subject could indicate by its appropriate
response rate in blue, that it remembered what
interresponse time it had just produced. But
this should not happen if reinforcement shapes
the local patterning of behavior to the extent
to which a subject remembers it.

It seems possible to resolve this anomaly.
A first step is to note that the temporal pattern
of responding in the presence of red was per-
fectly confounded with the duration of the red
stimulus: the interresponse time in red deter-
mined how long red was on. It is therefore
entirely possible that a pigeon discriminated
not its own interresponse time but the dura-
tion of red. Indeed, pigeons are sufficiently
oriented toward visual stimuli so that it seems
altogether likely that, when confronted with a
multidimensional discrimination task that can
be solved on the basis either of color or on the
basis of the temporal organization of recent
behavior, control would be exerted by the
former, i.e., color. One could therefore reason-
ably dispute Reynolds's contention that pi-
geons were shown to have "discriminated the
duration of the interresponse times." They
may have discriminated only the duration of
red. The shaping hypothesis described above
therefore may remain intact; one may still
maintain that reinforcement shapes the be-
havior a subject remembers having recently
emitted. There was no shaping of the tem-
poral patterning of behavior in Reynolds's
experiment because conditions were arranged
so that when a reinforcer was delivered, a
subject did not remember its recent temporal
patterning.

If this argument potentially resolves the
anomaly, it still leaves open the question
Reynolds asked: What, if anything, can a pi-
geon remember about the temporal patterning
of its recent behavior, and how is that memory
related to the behavior it produces? The ex-
periment described below is designed to pro-
vide a method to answer this question and to
provide some preliminary results.

The method required a baseline behavior.
This was established by a shaping procedure
with known properties (Hawkes & Shimp,
1974; Shimp, 1968, 1970). Two simple be-
havioral patterns of key pecks on a center key
were intermittently reinforced according to a
variable-interval schedule. Once a reinforcer
was arranged, it was assigned randomly to one
of the two patterns, and then that pattern had
to occur and the reinforcer had to be delivered
before the variable-interval schedule began to
run again. The patterns in this case were just
interresponse times-a shorter one and a longer
one. These arrangements produced a clearly
bimodal interresponse-time distribution. A pi-
geon in this situation may be thought of as
producing a stream of behavior consisting of a
succession of two integrated patterns; some are
the shorter interresponse time and the others
are the longer interresponse time.

It has been known for a long time that such
a reinforcement contingency produces this
kind of behavior. What is not known is why
the contingency does this. The shaping hy-
pothesis suggests that it is because when a re-
inforcer is delivered, a pigeon remembers the
most recent interresponse time, so that the re-
inforcer operates on that pattern as a whole.
Can it be shown that a pigeon in this context
remembers its most recent interresponse time?
To answer the question, occasional symbolic
matching-to-sample probes were delivered in
which a choice was reinforced provided it was
to a key corresponding to the preceding inter-
response time. The details of this procedure
are described next.

METHOD

Subjects
Five White Carneaux pigeons were main-

tained at 807% of their free-feeding weights,
plus or minus 10 g. The subjects had served
previously in a variety of experiments on
short-term memory for visual stimuli.

Apparatus
Five, three-key Lehigh Valley Electronics

pigeon chambers were interfaced to a Digital
Equipment Corporation PDP 12/30 that ar-
ranged all experimental contingencies and
recorded the data. A minimal force of roughly
.15N was required to operate the keys. White
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noise and ventilator fans helped to mask ex-
traneous sounds.

Procedure
The procedure consisted of two parts, a

shaping contingency to establish and maintain
two behavioral patterns, and a short-term
memory contingency to probe memory for the
most recently emitted of these two patterns.
These contingencies are described separately.
Shaping contingency. This contingency was

modeled after earlier experiments in which
two temporal patterns, a shorter and a longer,
were concurrently reinforced (e.g., Hawkes &
Shimp, 1974; Shimp, 1968). During this con-
tingency the houselight was on and the center
key appeared white. This contingency had
two parts: a variable-interval schedule to ar-
range a distribution of minimum interrein-
forcement intervals and a pattern-selection
procedure to assign each of the reinforcements
arranged by the variable-interval schedule to
a particular one of the reinforced patterns.
These two features of the shaping contingency
are described separately.

Variable-interval schedule: A single vari-
able-interval schedule arranged reinforcement
with probability .05 every 1.0 sec so that the
mean interreinforcer interval, as arranged by
the schedule, was 20 sec. When reinforcement
was arranged, the variable-interval timer
stopped and reinforcement remained available
until a key peck terminated the selected pat-
tern. No additional reinforcement could be
arranged until a previously arranged one was
delivered.

Pattern-selection procedure: The durations
of the reinforced pairs of patterns are dis-
played in Table 1 for each condition. Each
reinforcement arranged by the variable-inter-
val schedule was assigned to one of the two
reinforced patterns. The assignments were
random in the sense that each pattern was
equally likely to have a particular reinforce-
ment assigned to it, and one assignment did
not depend on the previous one. After initial
pretraining established the desired baseline
(see below), all reinforcers arranged in this
manner were replaced by short-term memory
probes, so that this contingency became the
means of arranging probes rather than of ar-
ranging reinforcers.

Short-term memory procedure. Symbolic de-
layed matching-to-sample probes were designed

to measure a pigeon's memory for its most
recent pattern, i.e., the shorter or longer rein-
forced class of interresponse times. In general,
this procedure worked as follows. A key peck
initiated a retention interval provided that
the variable-interval schedule had timed out
and that the key peck terminated an inter-
response time falling in the class chosen by the
pattern selection procedure (see above). The
red and green side keys appeared after the
termination of the retention interval. A bird
was required to peck the green key if the
previous interresponse time belonged to the
shorter class and to peck the red key if the
previous interresponse time belonged to the
longer class. The details of this procedure were
as follows.

Retention interval: A short-term memory
probe began with a retention interval during
which the experimental chamber was dark and
during which a peck on any key had no pro-
grammed consequence. Table 1 shows for
every condition the duration of the retention
interval. It ranged from .1 to 8 sec.
Test phase: When the retention interval

timed out, red and green appeared on the side
keys, with the position of a particular color
varying randomly from one test to another. A
peck to the green key turned off the side keys
and initiated reinforcement provided that the
most recent pattern had been a shorter one,
and a peck to the red key initiated reinforce-
ment provided that the pattern had been a
longer one. After reinforcement, the center key
again appeared white and the houselight was
turned back on. A peck to the incorrect color
initiated a correction procedure.

Correction procedure: A choice of the in-
correct key was followed by a 5-sec correction
interval, during which the keylights were off
but the houselight was on. After the 5 sec
elapsed, the side keys appeared again, with
the same assignment of colors to positions.
This correction procedure continued to re-
cycle until a correct response produced rein-
forcement and ended the test. This procedure,
coupled with tests that were delivered equally
often after shorter and longer patterns, en-
sured that reinforcement was delivered equally
often after pecks to a particular color and
position.
Experimental conditions. Two classes of

experimental parameters were varied: the re-
tention interval and the durations of the two
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Table 1

Experimental Conditions

Mean Relative Fre-
Reinforced Classes of Interresponse Times Retention quency of the Shorter

Condition (Lower and Upper Bounds in sec) Interval Number Class and
Number Shorter Longer (sec) of Days Standard Error

1 1.50, 2.00 4.50, 7.00 .1 20 .68 .01
2 1.50, 2.00 4.50, 7.00 .5 20 .70 .01
3 1.50, 2.00 4.50, 7.00 1.5 15 .66 .02
4 1.50, 2.00 4.50, 7.00 3.0 15 .64 .01
5 1.50, 2.00 4.50, 7.00 .1 10 .67 .01
6 1.50, 2.00 10.00, 12.50 .1 15 .87 .01
7 1.50, 2.00 10.00, 12.50 2.0 10 .87 .01
8 1.50, 2.00 10.00, 12.50 4.0 15 .90 .00
9 1.50, 2.00 10.00, 12.50 8.0 15 .90 .01
10 1.50, 2.00 3.50, 5.00 .1 15 .70 .01
11 1.50, 2.00 2.50, 3.50 .1 15 .64 .01
12 1.50, 1.75 2.00, 2.50 .1 15 .64 .01
13 1.50, 1.60 2.25, 2.50 .1 15 .62 .02
141 1.50, 2.00 4.50, 7.00 .1 15 .76 .01
15 1.50, 2.00 4.50, 7.00 6.0 15 .77 .00

'Two conditions between 13 and 14 were deleted due to a programming error.

temporal patterns. Table 1 summarizes how
these values of the experimental parameters
were varied over conditions.

Miscellaneous details. Reinforcement con-

sisted of 1.5-sec access to the same fixed grain
that provided the subjects' daily diet. During
reinforcement, all lights in the chamber were

off except for one directly over the food hop-
per. The duration of each session was one

hour, and sessions were conducted at the same

time six days a week. Experimental conditions
typically lasted a standard 15 days, except in
a few cases described in Table 1. There was

no programmed visual or auditory response

feedback at any time.
Pretraining. When the experiment began, it

was unclear that a suitable method could be
developed for the study of memory for the
temporal organization of behavior, and it was
by no means clear what kind of pretraining
should be administered. While the pretrain-
ing that was given did indeed work, there is
no way to determine at present whether the
procedure was particularly efficient, and it
certainly was not executed according to any

specific predetermined plan. Note also that
there is no guarantee this procedure will work
for subjects with different histories. A flexible
approach, with a sharp eye out for the develop-
ment of position biases, should help. Not every

parameter change is described in the following
summary of pretraining.

The first attempt at pretraining consisted
simply of placing the subjects on the schedule
described above, with a .1-sec retention inter-
val, a higher density of reinforcement arranged
by a variable-interval 10-sec schedule, and with
half of the reinforcements allocated for inter-
response times and half for probes. Not sur-
prisingly, this was an overly optimistic attempt
and after about 10 days there was a beginning
of the two-interresponse-time baseline, but
severe position biases were emerging in the
short-term memory probes. It was then de-
cided to establish first the baseline perfor-
mance of behavioral patterns and only sub-
sequently to introduce the short-term memory
probes. Therefore, the percentage of rein-
forcers replaced by short-term memory probes
was reduced from 50 to 5, so that 95% of the
reinforcers were for behavioral patterns. Over
several days, the percentage of reinforcements
allocated to the shorter pattern was varied
from 20 to 80 and an appropriate baseline per-
formance was quickly established. The per-
centage of reinforcers replaced by probes was
then changed back to 50. Attention was then
focused for several days on establishing control
by the correction procedure in the probes. At
this stage, the correction interval was varied
over a range of 5 to 20 sec. Next, an attempt
was made to establish the interresponse time
preceding a probe as the discriminative stimu-
lus for behavior during the probe. To do this,
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the probe contingency was, from the subject's
point of view, simplified: the relative fre-
quency of reinforcement for longer patterns
was changed from .50 to .90 and the proba-
bility that red would appear on the right was
changed from .50 to .90. This implied that it
was appropriate for a pigeon to emit many
long patterns and usually to peck the right
key in the probes. Altogether, 81% (9 times 9)
of the probes were after long patterns and re-
quired a pigeon to peck the right key. Then,
the percentage of reinforcers replaced by
probes was changed to 100%; all reinforcers
were those delivered during probes-none was
delivered directly for the termination of a
pattern. This arrangement soon resulted in
an appropriate baseline behavior consisting
largely of the longer pattern, and of appropri-
ate behavior in the probes, consisting of choos-
ing the right, red key. Then, the location of
red was allowed to vary randomly between
left and right, and after several days, perfor-
mance appropriately tracked this change, so
that after a longer pattern, a pigeon chose the
red key, whatever its location. The next step
was to have the subject choose the green key
after a shorter pattern. This was achieved by
arranging a situation complementary to that
just described: most of the probes were ar-
ranged after shorter patterns. After about a
week of such training, the contingency was
reversed back so that most probes followed
longer patterns. Two more such reversals fol-
lowed, after progressively fewer days in any
one condition. Lastly, the relative frequency
of probes following shorter patterns was fixed
at .50, after which Condition 1 began. This
entire period of pretraining took 62 ses-
sions.
Summary of procedure. A pigeon responded

on a center key in such a way that its behavior
stream consisted largely of shorter and longer
patterns. Once in a while, following a ran-
domly selected shorter or longer pattern, the
computer that controlled the experiment de-
livered a symbolic matching-to-sample test.
There was a retention interval consisting of a
blackout after the pattern and before the red
and green side keys were turned on.
A peck to a green key was reinforced if the

preceding pattern belonged to the shorter cate-
gory and a peck to a red key was reinforced
if the preceding pattern belonged to the longer
category.

RESULTS

Independence of Baseline Behavior
from Short-Term Memory Probes

The relevance of the present results for a
general understanding of local behavioral pat-
terning would seem to depend on the extent
to which the local patterning obtained here
was representative of that which would be
expected in the absence of the probes; to the
extent that the occasional short-term memory
probes changed the local structure of behavior,
any conclusions based on these results might
not generalize to situations where an organism
is not confronted with probes. Thus, a pre-
liminary to the presentation of the major re-
sults is the determination of whether the
baseline established here was representative
of behavior maintained by concurrent variable-
interval variable-interval schedules for two be-
havioral patterns. We ask, that is, if the oc-
casional short-term-memory probes changed
the baseline behavior. The kind of behavior
one would expect in the absence of the probes
is known in some detail (Shimp, 1968, 1969b,
1970, 1973). This literature suggests that we
use two criteria to answer our question. First,
we can determine whether the shapes of the
interresponse-time distributions appeared im-
portantly changed by the presence of the
probes and second, we can ask if preference
between the two patterns appeared changed.

First, the top row in Figure 1 shows relative-
frequency distributions of interresponse times
for two birds. These two examples, from Con-
dition 10, reveal the qualitative features of
the corresponding distributions in previous
experiments where two classes of interresponse
times were concurrently reinforced. In these
earlier experiments, the two reinforced classes
generally have been sufficiently different so
that the interresponse-time distributions were
bimodal. In particular, the difference between
the lower bounds of the two reinforced classes
has been less than two sec in only very rare
cases. In Condition 10, this difference was 1.5
sec and the top row of Figure 1 shows in this
case the present curves were appropriately bi-
modal. In other respects as well, the shapes
of these two curves match up with expecta-
tions built up from the corresponding previous
experiments (Gibbon, 1977; Shimp, 1978), so
that by the first criterion, the baseline behavior
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Fig. 1. Relative frequencies of occurrence of inter-
response times in 0.1-sec bins, on the last day of each of
four conditions. The two reinforced classes in each con-

dition are marked by brackets labeled "S" and "L"
for "shorter" and "longer." The left and right columns
show distributions for Birds 1 and 2, respectively. In
this series of four conditions, the time between the two
reinforced classes was varied.

was unaffected by the short-term memory

probes.
Table 1 shows a second way in which the

baseline behavior resembled that which would
have been obtained without the short-term
memory probes. The relative frequency of
the shorter pattern is the total number of inter-
response times in the shorter reinforced class
divided by the total number of interresponse
times in either reinforced class. Table 1 shows
these relative frequencies averaged over the
five last days of a condition and the five sub-

jects. The principal effect is that preference
for the shorter class increased as that class be-
came relatively shorter. This effect is the out-
come one would expect if the short-term mem-
ory probes had not changed the baseline
behavior (Hawkes & Shimp, 1974; Shimp,
1969b). Notice, incidentally, that the duration
of the retention interval in the probes seems
not to have had any systematic effect on prefer-
ence between the two reinforced behavioral
patterns. On the basis of the two criteria, then,
one may tentatively conclude that the baseline
behavior in the present experiment either was
not affected at all by the introduction of the
probes or, if it was, it was affected in some
relatively subtle way unrelated to present
purposes. Therefore, we tentatively may con-
clude that the results of the probes are applica-
ble to cases where there are no probes; one
would say in ordinary English that the probes
tell us something about what a pigeon knows
about the temporal patterning of its recent
behavior (Shimp, 1976).
The two features of the baseline behavior

described so far indicate ways in which rein-
forcement shaped the local organization of
behavior. Therefore, by the hypothesis moti-
vating the present experiment, one should be
able to show that a subject could remember
features of the organization of its recent be-
havior. The next step is, therefore, to ask if
the results support this hypothesis. Specifically,
can a pigeon remember its most recent inter-
response time?

Effects on Recall of the Retention Interval
Figure 2 shows two functions representing

the effects on the probability of correct recall
in the short-term memory probes of changes
in the retention interval. These results are
based exclusively on the first choice in the
probes; correction responses are not included.
One function shows recall for the previous
pattern for conditions when the shorter and
longer patterns were relatively closer together,
i.e., more similar: the shorter and longer pat-
terns were interresponse times between 1.5 and
2.0 sec and between 4.5 and 7.0 sec, respec-
tively. The other function is for conditions
when the two patterns were farther apart, 1.5
to 2.0 sec and 10.0 to 12.5 sec. Both curves are
generally decreasing functions of the retention
intervals.
When the two patterns were less similar, the
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Fig. 2. The probability of a correct response in the symbolic-delayed-matching-to-sample probes as a function
of the retention interval, i.e., the blackout between the termination of a shorter or longer interresponse time and
the beginning of a probe. Each data point is an average over the last five days of a condition. The vertical lines
on the panelc for individual subjects indicate plus and minus one standard error where the variability is over the
last five days ot a condition. The vertical lines on the panel for averaged data indicate plus and minus one stan-
dard error where the variability is over the five-day averages for the five subjects. Where no line is visible, its
length is less than the diameter of the symbol. The dotted line has been drawn through the average of the three
conditions with the retention interval equal to 0.1 sec.

chance level of .50 was at least two standard
errors below the obtained mean probability of
recall for all birds except Bird 4, even for a

retention interval of 8 sec; even 8 sec after the
most recent pattern, several of the subjects
could remember whether that pattern was a

shorter or a longer one. When the two patterns
were more similar, all but one subject's per-

formance was still two standard errors above
chance at a retention interval of 3 sec. The
two replications of Condition 1 produced per-

formances that adequately approximated that
in Condition 1. Figure 2 suggests that the
probability of recall of the most recent pattern
is higher when the two alternative patterns are

less similar. (This possibility is later examined
in greater detail in Figure 4.)

Figure 3 describes the behavior over the
same conditions as Figure 2, but in a different
way. Figure 3 displays the probability of a hit
plotted against the probability of a false alarm
(Green & Swets, 1966). A hit may be defined as

a peck at a green key after a short pattern,
and a false alarm may be defined as a peck at

a green key after a long pattern. The proba-
bility of a hit is the relative frequency of
pecks at a green, as opposed to a red, key when
the preceding pattern was short. The proba-
bility of a false alarm is the relative frequency

of pecks at a green key after a long pattern. In
a plot such as that in Figure 3, one can see

two separate effects at work. A reduction in
memory for the previous pattern is seen as

movement of data points down an isobias line,
represented as the minor diagonal in each
panel of the figure. The isobias line represents
the locus of points corresponding to all levels
of accuracy with no bias for either of the two
stimuli corresponding to the two to-be-remem-
bered patterns. Figure 3 reveals little sys-

tematic bias for either pattern. No systematic
bias emerges at all in the panel for the aver-

aged data. Figure 3 indicates that the curves

in Figure 2 are not attributable primarily, if
at all, to changes in a bias for one stimulus
over the other.

Effects on Performance of the
Similarity Between Patterns
The similarity between the shorter and

longer reinforced patterns, defined in terms of
the time between the two corresponding lower
bounds, was increased over Conditions 10 to
13; that is, the two patterns became closer
together and more similar. The results from
these conditions and from 1, 5, 6, and 14 ap-

pear in Figures 4 and 5. The retention interval
was .I sec in all eight of these conditions.
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0
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0
%6- I

0
-o
C)
0
0~1-(I.

309



CHARLES P. SHIMP

0.2-
0

BIRD 4 BIRD 5 *AVERAGE

4u --

0~ +

.6 V

.4

.2-

0-
0 .2 4 .6 .8 0 .2 4 .6 .8 0 .2 4 .6 .8 1.0

Probability of a false alarm
Fig. 3. The probability of a hit as a function of a false alarm, in the symbolic-delayed-to-sample probes. Each

point is an average over the last five days of a condition. The vertical and horizontal lines indicate plus and
minus one standard error, in the same manner as in Figure 2.

Figure 4 shows the probability of a correct
response as a function of the similarity be-
tween the shorter and longer reinforced pat-
terns. Figure 4 shows that performance de-
creased as the patterns became more similar,
with most of the decrease taking place after
the two lower bounds were 2 sec or less apart.
The probability of a correct response in Fig-
ure 4 is correlated with the extent to which
different patterns are discriminable in Figure
1; the bottom three rows of Figure 1 suggest
that poorer performance on the test phase of
a trial was correlated with a baseline behavior
that itself revealed scarcely any discrimination
between the two reinforced patterns.

Figure 5 shows the probability of a hit plot-
ted against the probability of a false alarm,
for the same conditions as shown in Figure 4.
Figure 5 suggests that the changes in the
probability of a correct response shown in
Figure 4 are not in general attributable to
changes in bias for a stimulus corresponding
to one or the other behavioral pattern: with
only a few notable exceptions in the panels for

Birds 1 and 5, changes in the similarity be-
tween reinforced patterns affected a subject's
discrimination between the two patterns, not
its bias for a stimulus associated with a pattern.

DISCUSSION
Both the present results and those obtained

by Reynolds (1966) are consistent with the
idea that reinforcement shapes the local tem-
poral organization of behavior to the extent
to which a subject remembers that organiza-
tion when a reinforcer is delivered. That is,
to the extent to which temporal properties
of recent behavior are represented in working
memory, those properties are reinforceable.
In Reynolds's experiment, it is reasonable to
assume the temporal structure of recent behav-
ior was not represented in working memory
when a reinforcer was delivered, so reinforce-
ment did not shape the local patterning of be-
havior. The present experiment can be inter-
preted as showing that the local organization
was represented in working memory when a
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Fig. 4. The probability of a correct response in the symbolic-delayed-matching-to-sample probes as a function
of the time between the lower bounds of the two classesof reinforced interresponse times. Each point is an average

over the last five days of a condition and the vertical lines indicate plus and minus one standard error, as in Fig-
ure 2. The first and second replications are indicated by unfilled and filled triangles, respectively. The line has
been drawn through the average of the three conditions at a value of 3 sec.

reinforcer was delivered and that reinforce-
ment did shape the local structure of behavior.
A growing body of data from several differ-

ent contexts is amenable to interpretation by
this same idea; namely, that if a temporal pat-
tern can be shaped by reinforcers that follow
it, then that pattern was in working memory

when the reinforcers were delivered. Pliskoff
and Tierney (1979) conducted an experiment
closely resembling Reynolds's. Unlike Reyn-
olds, they obtained good evidence of temporal
patterning and consistent with the present
idea about the necessary conditions for such
patterns, the subjects appeared able to report
what pattern they had just emitted. Nelson
(1974) conducted an experiment remarkably
similar to the present one. He developed a

procedure which, like the present one, re-

quired a pigeon to emit either shorter or

longer interresponse times on a center key for
access to symbolic-matching-to-sample probes
on two side keys. The shorter interresponse
time was varied over conditions from 1 to 2
sec to 5 to 7 sec, while the longer always was

5 to 7 sec. The color of the side key to which
a response was reinforced depended on the
duration of the preceding interresponse time

on the center key. Nelson's data agree with the
corresponding data in the present experiment:
he found both that the temporal organization
of behavior on the center key was shaped by
the interresponse-time contingency and that
the probe results indicated that a pigeon could
report whether it had just emitted a shorter
or longer pattern. The present results go be-
yond Nelson's in describing the time interval
that can be interposed between a pattern and
a pigeon's successful report of which pattern
occurred.
Other interresponse-time data are compati-

ble with the thesis we are considering. If one

pattern is shorter than another, then it should
be remembered better and a reinforcer de-
livered at the moment of its termination
should more effectively shape it and integrate
it. Other things being equal, such as bio-
logical preparedness for different kinds of pat-
terns, shorter patterns should evidence greater
accuracy of control by reinforcement than
longer ones. A rather extensive body of data,
including the top two rows of the present
Figure 1, testify that this is indeed the case

(Gibbon, 1977; Shimp, 1968, 1978, 1979).
There is yet another possible interpretation
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° .2 /eYLonger pattern 10.0-12.5 sec
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Fig. 5. The probability of a hit as a function of a false alarm, in the symbolic-delayed-matching-to-sample
probes, for the same conditions as in Figure 4. Each point is an average over the last five days of a condition. The
vertical and horizontal lines indicate plus and minus one standard error, as in Figure 2. The first and second
replications are indicated by unfilled and filled triangles, respectively.

of the present thesis that patterns are shaped
to the extent to which they are remembered
when a reinforcer is delivered. The thesis
would seem to imply for the present experi-
ment that patterns would be shaped more
effectively in conditions with shorter retention
intervals than in those with longer ones, be-
cause in the latter conditions, a subject could
not remember so well which pattern it had
just emitted. However, the method of the ex-
periment makes the evaluation of this inter-
pretation difficult. First, retention intervals
were introduced here only after a pattern was
established, so that it is possible to examine the
effects of retention intervals only on the
maintenance of already established patterns.
Second, and perhaps more important, the
termination of a pattern was followed immedi-
ately by what presumably was the conditioned
reinforcing stimulus of the retention interval.
This stimulus could shape the pattern by an
amount sufficient to maintain it even in cases
where the retention interval was long enough
so that a subject could no longer remember,

at its termination, which pattern it had most
recently emitted. In short, the procedure does
not appear to equate the effects of the length
of a pattern itself, which affected both recall
of a pattern and the effectiveness with which
it was shaped, and the length of a retention
interval following a pattern. Table 2 shows
some evidence on how the retention interval
affected the shaping of patterns. The measure
in Table 2 of the effectiveness of shaping is
simply the percentage of all interresponse
times that fell in the reinforced categories.
If this number decreases for a fixed pair of
reinforced categories, as the retention interval
increases, the effectiveness of shaping can be
said to decrease and to be correlated with
poorer recall of the pattern. The top part
of the Table shows no evidence to support
the interpretation that shaping effectiveness
should decrease as the temporal interval be-
tween a pattern and the delivery of a rein-
forcer increases. The bottom part of the Table,
on the other hand, hints at such an effect for
at least four of the five subjects and also for
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Table 2

A measure of the effectiveness of the shaping procedure: percentage of all interresponse
times that fell in the reinforced categories on the last day of conditions over which the
retention interval was varied.'

Reinforced Retention
Condition Interresponse Interval
Number Times (sec) Bird 1 Bird 2 Bird 3 Bird 4 Bird 5 Average

Short Long
5 1.5-2.0 4.5- 7.0 .1 .53 .47 .57 .33 .53 .49
14 1.5-2.0 4.5- 7.0 .1 .33 .38 .29 .37 .40 .35
2 1.5-2.0 4.5- 7.0 .5 .50 .45 .28 .23 .29 .35
3 1.5-2.0 4.5- 7.0 1.5 .43 .36 .39 .21 .35 .35
4 1.5-2.0 4.5- 7.0 3.0" .48 .55 .22 .27 .49 .40
15 1.5-2.0 4.5- 7.0 6.0 .38 .54 .46 .32 .49 .44
6 1.5-2.0 10.0-12.5 .1 .43 .39 .30 .32 .45 .38
7 1.5-2.0 10.0-12.5 2.0 .41 .38 .29 .31 .42 .36
8 1.5-2.0 10.0-12.5 4.0 .45 .36 .27 .29 .39 .35
9 1.5-2.0 10.0-12.5 8.0 .38 .36 .23 .22 .29 .30

'The data-recording format for Condition 1 was incorrect and prevented a suitable analysis.
2Data reported are for the next-to-last day of this condition; the data for the last day were accidentally not

stored permanently on tape.

the group average. Thus, the superimposition
of a retention interval between a behavioral
pattern and a subsequent reinforcer does not
have as great an effect on shaping effectiveness
as does the length of the pattern itself.
The applicability of the idea we are ex-

amining is not limited to interresponse times.
Ziriax and Silberberg (1978) employed a pro-
cedure much like Nelson's, but with center-key
key-peck duration rather than interresponse-
time duration serving as the cue for the cor-
rect side-key response. These experimenters
obtained the same result as did Nelson: key-
peck durations were shaped and subjects were
able to report the durations of their responses.
These results significantly extend the gen-
erality of the correlation between successful
shaping of temporal patterns and an ability
to recall those patterns, because the shorter
and longer patterns in this experiment were
only 0 to 20 msec and 60 to 180 msec, re-
spectively. In the opposite direction from
simple response durations, Wasserman, Deich,
and Cox (in press) have advanced similar ideas
for a context in which different sequences of
choices are reinforced. However, memory lim-
itations presumably restrict the level of com-
plexity and duration of the temporal patterns
that can be shaped. Further work will be re-
quired before it is clear how the present idea
can be extended to the very large scale pat-
terns studied by Marr (1979) and Zeiler (1979).
The short-term memory probes in the pres-

ent experiment had no detectable effect on
the local structure of the baseline behavior;
the baseline behavior resembled that obtained
in other experiments where reinforcement
shaped different local temporal patterns of be-
havior (Shimp, 1968, 1969b, 1970). The present
results are therefore in good agreement with
the conjecture that in these earlier experi-
ments reinforcement succeeded in establishing
new behavioral units, classes of interresponse
times, because a preceding interresponse time
was represented in working memory when a
reinforcer was delivered. Perhaps this is a
model of what happens, in more complex ways,
in operant conditioning in general: reinforce-
ment may chunk remembered behavioral pat-
terns into integrated units. If so, it might be
these units, not single key pecks, that enter
into associative relations with other events
(Shimp, 1975, 1976, 1978, 1979).
Whereas the view presented here is in-

tended to be reasonably general, it is not
intended to be universally applicable. Several
important qualifications need to be described.
First, the present view of the relation between
short-term memory, reinforcement, and the
local structure of behavior is one that em-
phasizes ontogeny, not phylogeny. Other ap-
proaches to the temporal organization of be-
havior quite appropriately focus on the role
of natural selection (Fentress, 1976; McFar-
land, 1976). It is to be hoped that future
research will suggest how to integrate what at
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present are these two different approaches to
the analysis of the structure of behavior. At
present, neither approach can assimilate the
phenomena handled by the other. Second, it
bears emphasizing that the hypothesis exam-
ined here is designed to deal with the chunk-
ing or integration of temporal patterns, not
simply with the emergence of any type of
temporal pattern. The hypothesis asserts that
if a behavioral pattern is integrated, then a
subject can, or at one time could, remember
it. It does not assert that all behavioral patterns
can be remembered. Looked at this way, the
hypothesis becomes a means for determining
which patterns are, or can be, integrated.
Third, the hypothesis deals with a phenom-
enon that might be labeled as "automatiza-
tion" of behavior and should not be confused
with other hypotheses about "automatic pro-
cesses" in recent research on human perception
(e.g., Shiffrin 8c Schneider, 1977). One may
speak of an integrated class of interresponse
times as "automatic" in the sense that one
speaks of a decision made at the beginning of
an interresponse time. It may be said that a
subject chooses how long to wait before the
next key peck; the duration of an interre-
sponse time is apparently determined at its
beginning rather than at its end (Gibbon,
1977; Shimp, 1969a, 1975, 1976, 1978). This
implies that after commencing an interre-
sponse time, a subject does not thereafter con-
tinue to decide whether or not to respond.
This kind of automated behavioral pattern
is sometimes called an integrated motor pro-
gram (Stelmach, 1978): once started, the pat-
tern runs off automatically until it is com-
pleted.

In one context with human subjects, it has
already been noted that the present hypothesis
does not seem to explain all the data. This is
the context of work on serial pattern learning
that interrelates remembered and emitted be-
havioral patterns (e.g., Restle & Brown, 1970).
But the theoretical alternatives that have
been proposed in the context of recent re-
search with human subjects are more complex
than the present hypothesis, frequently invoke
linguistic variables, and do not yet seem re-
quired by the results obtained to date with
infrahumans on short-term memory and the
effects of reinforcement on the local organi-
zation of behavior.
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