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Three pigeons were exposed to a second-order schedule in which the behavior specified
by a fixed-interval component schedule was reinforced according to a ratio overall schedule.
The completion of components not followed by food was signalled by a brief stimulus
never paired with food. Food and the stimulus occurred in a random sequence or in fixed
alternation, but the overall schedules (variable ratio 2 or fixed ratio 2) ensured that an
equal number of food and brief-stimulus presentations occurred in each session. The con-
trol exerted by the food and by the brief stimulus was measured by overall response rates,
mean pauses, frequency distributions of pauses, and response patterning across components.
In general, the stimulus controlled patterns of behavior more similar to those controlled
by food when food and the stimulus occurred in a random sequence than when they oc-
curred in fixed alternation.
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schedule control, conditioned reinforcement, omission effect, key peck, pigeons

Kelleher (1966b) defined a second-order
schedule as one in which the behavior specified
by a schedule is treated as a unit that is itself
reinforced according to some schedule of pri-
mary reinforcement. A second-order schedule
in which a fixed-interval (FI) component is re-
inforced by a fixed-ratio (FR) overall schedule
is conventionally designated FR (FI) (Kelleher,
1966b). In brief stimulus second-order sched-
ules, completion of the component schedule is
accompanied by the delivery of a reinforcer
such as food or by the delivery of a brief
stimulus, such as a flash of light, which may
or may not also be delivered when food is pre-
sented.

Stimuli paired with food may control re-
sponse rates and patterning in a manner simi-
lar to food (e.g., Byrd and Marr, 1969; de
Lorge, 1967, 1969; Kelleher, 1966b; Marr,
1969; Thomas and Blackman, 1974; Zeiler,
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1972). The study of second-order schedules
with these brief stimuli is important in the
investigation of conditioned reinforcement, be-
cause this procedure enables a clear demonstra-
tion that a previously neutral stimulus can
acquire the power to act like a primary rein-
forcer in maintaining appropriate schedule-
controlled patterns of responding over long
periods of time. The effects of brief nonpaired
stimuli in second-order schedules are more
equivocal, however. Although several reports
have suggested that nonpaired stimuli do not
control behavior similar to that controlled by
food (e.g., Byrd and Marr, 1969; de Lorge,
1967, 1969, 1971; Kelleher, 1966b; Malagodi,
DeWeese, and Johnston, 1973; Marr, 1969),
demonstrations of such control have appeared
(e.g., Cohen and Stubbs, 1976; Kelleher, 1966b;
Squires, Norborg, and Fantino, 1975; Stubbs,
1971; Stubbs and Cohen, 1972; Stubbs and
Silverman, 1972). The findings that nonpaired
stimuli can exert such effects is important be-
cause of the long-standing assumption that
stimuli must be paired with primary rein-
forcers to become conditioned reinforcers.
The present experiment therefore attempted

to provide detailed and quantitative data to
show the acquisition of control by a nonpaired
brief stimulus and the session-to-session sta-
bility of these effects, data which have been
lacking in most previous reports of the effects
of nonpaired stimuli, and indeed, of paired
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stimuli. Typically, the schedule control exerted
by stimuli is assessed with general reference
to the effects of food usually observed in simple
schedules (e.g., with reference to Ferster and
Skinner, 1957), and is not compared directly
with that exerted by food within subjects and
within the sessions in which the stimulus is
presented. For example, fixed-interval com-
ponents have been the most widely investi-
gated in second-order schedules, yet only one
report (Thomas and Blackman, 1974) (in
which paired stimuli were used) has provided
any quantitative comparisons of pausing,
which is characteristic of fixed-interval re-
sponding. Similarly, only one report (Stubbs,
1971) has included any quantitative compari-
sons of response patterning after food with
that after the stimulus.
Examination of the available data reveals

that the behavior controlled by a stimulus
(whether paired or nonpaired) tends to be
more similar to that controlled by food when
variable rather than fixed overall schedules
are used (e.g., see Kelleher, 1 966a; Stubbs,
1971). Similarly, Boren (1973) in a second-
order schedule of matching-to-sample found
that the effects of the same paired stimulus
were different according to the nature of the
overall schedule; behavior was maintained
when the stimulus and food were arranged in
a variable order, but broke down when they
were arranged in a fixed sequence. The present
experiment therefore attempted a direct com-
parison between random scheduling of a non-
paired simulus with fixed scheduling while
keeping the overall frequency of food and
stimuli equal in both conditions, i.e., VR 2
(Fl l-min:Sn) versus FR 2 (Fl l-min:Sn) (see
Stubbs, 1971). An ABA reversal design was in-
corporated.

METI'HOD
Suibjects
Three experimentally naive mnale pigeons,

approximately 3-yr old at the start of the ex-
periment, were maintained at 80% of their
free-feeding weights. They were housed indi-
vidually, water and grit being freely available
in the home cages.

Apparatus
Three operant-conditioning chambers con-

sisting of three-key panels (Lehigh Valley Elec-
tronics, model 141/10) mounted in a model

1417C sound-attenuating chamber were used.
Only the center key was operative and could
be transilluminated by red or yellow light; the
side keys were always dark. General illumina-
tion was provided by a houselight located
above the center key. Programming and re-
cording was achieved by an on-line computer
(Digital Equipment Corporation, PDP-9). Re-
sponses and stimulus presentations were also
recorded on cumulative recorders and count-
ers.

Procedure
The center r-esponse key was always red, ex-

cept during reinforcement or stimulus presen-
tations. Reinforcement consisted of 3-sec access
to mixed grain, with the response key darkened
and the food magazine illuminated by white
light. After prelinminary key-peck training and
three sessions with each response producing
food, the schedule was changed. In Phase I
the first peck after the illumination of the
houselight at the start of the session produced
3-sec access to grain. When the food cycle
ended, the response key was lit again and
thereafter the first peck after 1 min was fol-
lowed by food (Fl 1-min schedule). Daily ses-
sionis terminated after 60 fixed intervals.
Training continued for a minimum of 30 days
and uintil the difference between the mean re-
sponse rate of three successive days and that of
the immediately preceding three days was less
than 5% (Schoenfeld, Cumming, and Hearst,
1956). Total sessions were 51 for P1, 40 for P2,
and 44 for P3.

In Phase 2 (50 sessions) food presentations
were omitted following 50% of the Fl 1-min
components. Responses that completed fixed
intervals but did not produce food changed
the key color from red to yellow for 0.5 sec.
Intervals ended with food or the stimulus with
anI equal probability of 0.5 as determined by a
random-number generator. The schedule was
thlus a VR 2 (Fl l-min:Sn) second-order sched-
tile.

In Phase 3 (35 sessions), 50% of the fixed-
interval components continued to end with
food, and components that did not end with
food still ended with the stimulus. However,
food and stimulus presentations now occurred
in fixed alternation, intervals ending with
food always being followed by intervals ending
with the stimulus, and vice versa. This was
therefore an FR 2 (Fl l-min:Sn) schedule.
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In Phase 4 (25 sessions) the VR 2 (Fl 1-
min:Sn) schedule was re-imposed. Finally, the
simple Fl 1-min sclhedule was re-established
for 25 sessions (Phase 5).

RESULTS
Figure 1 shows the daily overall response

rates in fixed intervals after food and after
the stimuilus. The response rates after the
stimulus were usually hiiglher than after food,
but this difference was greatest in Phase 3 (FR
2 overall schedule). Witlh P1 in Phases 2 and
4, response rates after food and after the
stimulus were very similar.

Figure 2 shows the mean pauses (time to the
first response) after food and after the stimulus
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for each session of Phases 2, 3, 4, and 5 and
the last 10 sessions of Phase 1. With P1 and P2,
pauses after the brief stimulus were initially
very short in Phase 2 (VR 2 overall schedule)
but developed with continued training. This
pausing decreased in Phase 3 (FR 2 overall
schedule), but developed again on the return
to the VR 2 overall schedule in Phase 4. Post-
stimulus pausing developed with P3, but only
in Phase 4.

Figure 3 shows frequency distributions of
the individual pauses that contributed to the
means presented in Figure 2. Performance was
characterized by a high percentage of 0- to 4-sec
pauses after the stimulus during the first five
days of Phase 2 (Row B). By the last five days
of Phase 2, the percentage of short pauses after
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Fig. 1. Mean daily response rates (responses per minute) in intervals following food (filled circles) and follow-
ing the brief stimulus (open circles) for each subject. For Phase 1 (Fl 1-min) the data from only the last 10 sessions
are presented.
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Fig. 2. Mean pause length in seconds in intervals following food (filled circles) and following the brief stimulus

(open circles). Data shown are for each daily session except that only the last 10 sessions of Phase I (Fl 1-min) are
included.

the stimulus fell for all animals (from 53% to
7% with P1; 97% to 43% with P2; 100% to
75% with P3) and the distribution for P1 was
very similar to that after food (Row C). Under
the FR 2 overall schedule, the percentage of
short poststimulus pauses increased (to 29%

with P1, 63% with P2, and 77% with P3) (Row
D). During the last five days of the return to
the VR 2 overall schedule (Row E), the per-
centage of short poststimulus pauses fell again
(to 0% with P1, 39% with P2, and 55% with
P3) and the remainder of the distributions be-
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Fig. 3. Percentage frequency distributions of pauses in intervals following food (filled circles) and following the
brief stimulus (open circles). Data are presented in 4-sec class intervals ('X' includes pauses greater than 60 sec) to
summarize five selected consecutive sessions.

came more similar to those after food, espe-
cially with P1 and P2.

Figures 4, 5, and 6 show response patterning
during the fixed intervals following food and
following the stimulus for each animal. Each

60-sec fixed interval was divided into six suc-
cessive 10-sec periods for recording purposes.
Data are presented in five-session blocks except
in Figure 4b, which includes the first day only
of Phase 2 for P1 since the stimulus quickly
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Fig. 4. Mean response rates (responses per minute) in

successive sixths of fixed intervals following food (filled
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for P1. Data summarize five-session blocks of the sched-
ules, except in segment b which includes only the first
session.

100

80

60

40
w

v 20
z

nO

60

0:woo
t 0~
wz 40

2 20

1 2 3 4 56 1 23 4 5 6 1 2 3 4 5 6
SIXTHS OF FIXED INTERVAL

Fig. 5. Mean response rates (responses per minute) in
successive sixths of fixed intervals following food (filled
circles) and following the brief stimulus (open circles)
for P2. Data summarize five-session blocks of the sched-
ules.

gained control over its behavior (see Figures
1 and 2) and thus patterning for the first five
days would have masked the initial effects of
the stimulus. It can be seen that poststimulus
patterning was not evident when the stimulus
was first introduced, but developed by the end
of Phase 2 with P1 and P2, although response
rates were usually higher than after food with
P2 (Figures 4c and 5c). Poststimulus patterning
was disrupted when the FR 2 overall schedule
was introduced (Figures 4d and 5d) but re-

appeared on return to the VR 2 overall sched-
ule (Figures 4e and 5e). Poststimulus pattern-
ing also developed with P3 on the second
exposure to the VR 2 overall schedule (Figure
6e).

Sequential analyses of response rates (after
Byrd and Marr, 1969) and pauses (after Starr
and Staddon, 1974) revealed no systematic
trends toward higher or lower response rates
or pauses during runs of successive food or

stimulus presentations, apart from a tendency
toward slightly lower response rates in the first
component after food with P2 and P3.

DISCUSSION
The patterns of positively accelerated re-

sponding in the intervals after the stimulus
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Fig. 6. Mean response rates (responses per minute) in
successive sixths of fixed intervals following food (filled
circles) and following the brief stimulus (open circles)
for P2. Data summarize five-session blocks of the sched-
ules.

FI 1 VR2(FI1:Sn) VR2(Fll:Sn)]
AST 5 DAYS 1st 5 DAYS LAST 5 DAY

a b c
v

FR2(FII:Sn) R2(FI: Sn) FII
ILAST 5 DAYS AST 5 DAYS LAST 5 DAYS

d <o es/e f

410



CONTROL BY SECOND-ORDER SCHEDULES

(Figures 4, 5, and 6), when it was presented
according to the VR 2 overall schedule, were
appropriate to fixed-interval schedules and
confirmed in general terms previous sugges-
tions in the literature that appropriate sched-
tile control can be maintained by a stimulus
never associated with food (e.g., see Stubbs,
1971; Figure 3). However, the results extend
previous analyses by slhowing that the similar-
ity of behavioral control exerted by food and
the stimulus was greater with the random than
with the fixed scheduling of events. Further-
more, the greater range of dependent variables
reveals that even with the VR 2 overall sched-
ile, almost identical control was exerted only
in one animal (P1). Suchi differences may also
have emerged from previous reports, botlh with
paire(I as well as nonpaired stimuli, had pre-
vious investigators presented more detailed
quantitative data. Until furtlher data become
available, general statements about the extent
to which stimuli, whether paired or nonpaired,
can exert appropriate schedule control cannot
be made. Some general statements that have
been made in the literature appear to be over-
stated and important factors that determine
whetlher a stimulus will gain control over be-
havior have not been sufficiently emphasized.
For example, Stubbs (1971), in one experiment
(p. 294) compared VR 2 and FR 2 overall
schedules with an Fl 1-min component, but
made no mention of any differences between
the effects of VR 2 and FR 2 overall schedules.
This appears surprising in view of the large
and consistent differences observed in the
present experiment.
The present experiment shows that the se-

quencing of food and stimuli may be a crucial
determinant of the control exerted by a stimu-
lus in second-order schedules. In previous ex-
periments in which fixed-interval or fixed-ratio
overall schedules have been used, prolonged
pausing has often occurred in the first compo-
nent after food and often in several subsequent
components, followed by an abrupt or gradual
shift to higher overall response rates within
components. For example, sequence effects are
clearly to be seen in the results reported by
Kelleher (1966a) with an Fl 10-min (FR 20)
second-order schedule. Prolonged pausing oc-
curred in the first fixed-ratio component but
decreased following successive stimulus presen-
tations. The data from an experiment by
Stubbs (1971) also show sequence effects. Cum-

tilative records for an Fl 600-sec (FI 64-sec)
schedule (p. 295) show prolonged postfood
pausing followed by a gradual decrease in
pausing and increases in response rates in
successive fixed-interval components as the
fixed-interval of 600 sec, specified by the over-
all sclhedule elapsed, producing an approxima-
tion to an overall fixed-interval scallop. As
Stubbs pointed out, the records ". . . indicate
an interaction between component perform-
ance and performance generated by the Fl
600-sec schedule. The Fl 600-sec schedule
generated a positively accelerated rate of re-
sponding over components. Under brief stimu-
lis conditions, patterning occurred within
components and rates within components
tended to increase as the Fl 600-sec period
neared its end." When fixed overall schedules
are used, clear sequence effects limit the de-
velopment of schedule control by a brief stimu-
lus, an effect similar to that observed in the
early links of extended chain schedules (e.g.,
Findley, 1962; Kelleher and Fry, 1962).
The importance of the overall schedule in

determining behavioral control in component
schedules is further emphasized by studies in
which variable overall schedules have been
uised (e.g., Byrd and Marr, 1969; Stubbs and
Cohen, 1972). Byrd and Marr studied the ef-
fects of presenting brief stimuli in a second-
order schedule with fixed-interval components
maintained under a VR 12 overall schedule.
When paired stimuli were used, an analysis of
response rates in successive fixed-interval com-
ponents in a run of 23 without food showed no
trend toward higher rates at the end of a run
or evidence of lower rates at the beginning of
a run. Similarly, in the experiment reported by
Stubbs and Cohen (1972), the cumulative rec-
ords of responding on an Fl 48-sec component
schedule with a VI 4-min overall schedule
showed that pauses were no longer after food
than after brief stimulus presentations, and
that response rates showed no consistent trend
between food presentations. It may also be
noted that in the three-component chain
schedules investigated by Kelleher and Fry
(1962) behavior was well-maintained in all
three components when the stimuli occurred
in a variable order.
Staddon and Innis (1969) examined the per-

formance of animals on an Fl 2-min schedule
when a certain proportion of food presenta-
tions was omitted and replaced by a blackout.
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A major finding of this report, and of other
studies of reinforcement omission (e.g., Stad-
don and Innis, 1966), is that the behavior
controlled by the stimulus in lieu of food is
markedly different from that controlled by
food itself; pauses are much shorter and re-
sponse rates much higher after the stimulus
than after food. The differing findings ema-
nating from the essentially similar procedures
of second-order schedules and reinforcement
omission are puzzling and clearly in need of
examination, because elaborate and opposing
theories to predict and explain the effects of
substituting stimuli in lieu of food have
stemmed from them (cf. Staddon, 1970; Stubbs,
1971). The present findings may throw some
light on this apparent anomaly in the litera-
ture.

In the experiment of Staddon and Innis
(1969), fixed-interval components ended with
food or the stimulus with a probability of 0.5
if food had occurred on completion of the pre-
ceding interval. Intervals following the stimu-
lus, however, always ended with food with a
probability of 1.0. A consistent finding in the
present experiment was that pauses after the
stimulus were shorter than after food, and
response rates higher, with the FR 2 overall
schedule (i.e., when food occurred with a prob-
ability of 1.0 at the end of intervals following a
stimulus), but this effect diminished or disap-
peared with a VR 2 overall schedule. Thus, an
"'omission effect" measured in terms of re-
sponse rates and pausing was transient and
readily manipulated. It therefore seems that
the omission effect reported by Staddon and
Innis (1969) may in part have been an artifact
of the scheduling arrangements used.
On the basis of the present findings it may

also be suggested that the omission effect may
be partly a transitional rather than a steady-
state phenomenon. It is likely that too few
sessions have been given in omission experi-
ments for schedule control by the stimuli to
develop. With two animals in the present ex-
periment (P1 and P2), the differences between
response rates and between pauses after food
and after the stimulus were large when the
stimulus was first introduced with the VR 2
overall schedule (Phase 2). These differences
declined with continued training (see Figures
1 and 2), although more slowly with P2 than
with P1. In addition, with P3, pauses after the
stimulus developed only during the second

exposure to the VR 2 overall schedule (i.e.,
after more than 50 sessions of that schedule).
In the omission phase of their experiment in
1969, Staddon and Innis carried out only 14
sessions with rats and seven with pigeons, and
even in this short time it is clear that their
omission effect was diminishing (see Staddon
and Innis, 1969; Figure 2, p. 692), although
this point was not emphasized by Staddon and
Innis.

In the context of conditioned reinforcement,
the present findings are in accord with previ-
ous suiggestions that nonpaired stimuli can
act as reinforcers in second-order schedules.
However, the present study has shown that the
manner of scheduling the stimulus may
strongly influence the conditioned reinforce-
ment process. With all three animals, the
stimuluis acted more like the food reinforcer
with the VR 2 overall sclhedule than with the
FR 2 overall scheduile. The present findings
may be incorporated with Boren's (1973) sug-
gestion that "the current trend that empha-
sizes the schedule under wlhich an event occurs
does niot discredit the notion of conditioned
reinforcement. Rather, it shifts the emphasis
away from the variables that involved pairing
witlh primary reinforcement." However, fur-
ther quiantitative comparisons of the behav-
ioral effects of food and stimuli in second-order
schedules, as presented in the present study,
are needed to provide some general guidelines
as to what degree of schedule control is re-
quired for a stimulus to be termed a condi-
tioned reinforcer if this concept is not to be
degrade(d as an explanatory device.
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