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Eighteen pigeons served in a discrete-trials short-term memory experiment in which the
reinforcement probability for a peck on one of two keys depended on the response rein-
forced on the previous trial: either the probability of reinforcement on a trial was 0.8 for
the same response reinforced on the previous trial and was 0.2 for the other response
(Group A), or, it was 0 or 0.2 for the same response and 1.0 or 0.8 for the other response
(Group B). A cor-rection procedure ensured that over all trials reinforcement was dis-
tributed equally across the left and right keys. The optimal strategy was either a win-
stay, lose-shift strategy (Group A) or a win-shift, lose-stay strategy (Group B). The reten-
tion interval, that is the intertrial interval, was varied. The average probability of
choosing the optimal alternative reinforced 80% of the time was 0.96, 0.84, and 0.74 after
(lelays of 2.5, 4.0, and 6.0 sec, respectively for Group A, and was 0.87, 0.81, and 0.55 after
(lelays of 2.5, 4.0, and 6.0 sec, respectively, for Group B. This outcome is consistent with
the view that behavior approximated the optimal response strategy but only to an extent
permitte(I by a subject's short-term memory for the cue correlated with reinforcement,
that is, its owni most-recently rcinforced response. More generally, this result is consistent
with "miiolecular" analyses of operant behavior, but is inconsistent with traditional "molar"
analyses holding that fundamental controlling relations may be discovered by routinely
averaging over different local reinforcement contingencies. In the present experiment, the
molar results were byproducts of local leinforcement contingencies involving an organism's
own recent behavior.
Key words: short-term memory, choice, structure of behaviol, molar versus molecular

analysis, pigeons

Reinforcement contingencies allow one to
study and control not only the function of be-
havior but also the structure of behavior. The
structure, organization, or patterning of behav-
ior can be controlled by "structural contingen-
cies", in which the delivery of a reinforcing
stimulus is contingent on a class of behaviors
sharing some structural property (Shimp,
1976). Several common schedules of reinforce-
ment, such as Sidman avoidance schedules and
differential-reinforcement-of-low-rate schedules
extend the traditional reinforcement contin-
gency involving response-reinforcer contiguity
to include behavior not coincident in time
with the reinforcing stimulus. These sclhedules
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accordingly provide some control over the
structure of behavior. More recently developed
schedules of reinforcement permit an even
greater control over quantitative features of
the structure of behavior (Hawkes and Shimp,
1975; Shimp, 1969b, 1974).
The present experiment was designed to in-

vestigate further the general problem of the
extent to which one may control the structure
of behavior, that is, its sequential patterning.
In particular, the present experiment examined
the structure of behavior maintained by a dis-
crete-trials method in which the local rein-
forcement contingency on a trial involved the
behavior not only on that trial but the rein-
forced behavior on the previous trial as well.
This experiment resembles one conducted by
Williams (1972). In his experiment, overall re-
inforcement probability for a peck on one of
two keys was 0.50, but the local reinforcement
probability depended on the outcome of the
previous trial in such a fashion that optimal
behavior consisted of a "win-stay, lose-shift"
response pattern: after a "win" i.e., after a re-
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inforced response, the probability of reinforce-
ment for a peck on the same key was 0.80 (or
0.65 in some conditions) and was 0.20 for a
peck on the other key. After a "loss", i.e., after
a nonreinforced response, the probability of
reinforcement for a peck on the other key was
1.00 and was zero for a peck on the same key.
The results indicated that the lose-shift com-
ponent of the optimal behavioral pattern was
learned rather quickly and well, but that the
win-stay component was learned slowly at best.
The optimal behavioral pattern for one

group in the present experiment was the same
as in Williams's experiment, a win-stay, lose-
shift strategy. For another group, the rein-
forced pattern was a win-shift, lose-stay strat-
egy. We have noted that Williams found that
a win-stay component was more difficult to
learn than a lose-shift component. There ap-
pears, however, to have been a corresponding
bias in the reinforcement of these components:
first, the lose-shift component was reinforced
with a probability of one, but the win-stay com-
ponent was reinforced with a less-than-unity
probability; second, the delay between succes-
sive responses in the win-stay component was
6 sec (3-sec blackout plus 3-sec reinforcement)
but the delay in the lose-shift component was
only 3 sec (3-sec blackout and no reinforce-
ment). Accordingly, the present experiment
was arranged so that each trial ended with the
same stimulus, reinforcement: the cue for rein-
forcement on the next trial was the response
reinforced on the previous trial. The intertrial-
interval was manipulated in order to deter-
mine how memory for the previous response
affects the approximation between a subject's
behavior and the optimal behavioral pattern.

METHOD

Subjects
Eighteen experimentally naive White Car-

neaux pigeons were maintained at approxi-
mately 80% of their free-feeding weights.

Apparatus
Six standard two- and three-key Lehigh Val-

ley Electronics pigeon chambers were inter-
faced to a Digital Equipment Corporation
PDP-8e Computer that arranged contingen-
cies, presented stimuli, and recorded data.
Only the left and right keys were used in the
three-key chambers. A minimum force of ap-

proximately 0.15 to 0.20 N was required to
operate the keys.

Procedure
Key-peck training. From the beginning of

magazine training and key-peck training an ef-
fort was madle to prevent the onset of position
biases. Thus, this early stage of pretraining was
made to approximate single-alternation train-
ing, althouglh the variability inherent in the
early stages of training of course ensured that
the approximation was only a very rough one.

Discrete-trials procedure. Each experimental
session consisted of 100 discrete trials, eacl of
whiclh ended with the delivery of a reinforcer,
2.0-sec access to mixed grain. At the beginning
of each trial, a houselight and two keys were
illuminated. A single peck on the key to which
reinforcement was arranged turned off the key-
lights andl the houselight, turned on a light
over the food hopper, delivered the hopper,
and ended the trial. A single peck on the key
to which reinforcement was not arranged
turned off the keylights but not the houselight,
and began a 5.0-sec correction interval (but see
Pretraining for Bird 19), at the end of which
the trial was recycled until the subject pecked
the correct key and thie reinforcer was deliv-
ered.

Intertrial interval. The intertrial interval,
the blackout interval between the end of rein-
forcement for one trial and the illumination of
the keys and houselight at the beginning of
the next, was varied as shown in Table 1. For
both groups, it was either 0.5 sec or 2.0 sec in
Condition 1: the two intertrial intervals were
selected randomly so that each appeared
equally often. For Group A in Condition 2 and
for Group B in Condition 3, the intertrial in-
terval was either 0.5 sec or 4.0 sec. Since the re-
inforcer duration was 2.0 sec, there was a total
delay of 2.5, 4.0, or 6.0 sec separating the onset
of one trial from the response reinforced on the
previous trial. This response determined the
reinforcement probability as next described.
Arrangement of reinforcements. Over all

trials, pecks on left and right keys were equally
reinforced, but at the beginning of a trial after
a reinforced left-key peck, the reinforcement
probability on left and right keys was 0.8 and
0.2, respectively, for Group A. For Group B,
the reinforcement probability on left and right
keys was 0.0 and 1.0 (Condition 1) or 0.2 and
0.8 (Conditions 2 and 3). For Group A, at the
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Table I

Group A (win-stay, lose-shift) Group B (win-shift, lose-stay)

Reinforcement Reinforcement
probability probability
on trial n for on trial n for
the response Ntumber of the response Number of
reinforced on days of reinforced on days of

Condition ITI (sec) trial n-i tr-aining ITI (sec) trial n-i training

1 0.5, 2.0 0.8 60 0.5, 2.0 0.0 20
2 0.5, 4.0 0.8 30 0.5, 2.0 0.2 20
3 0.5, 4.0 0.2 20

beginning of a trial after a reinforced right-
key peck, the reinforcement probability on
left and riglht keys was 0.2 and 0.8, respec-
tively. For Grouip B, it was 1.0 and 0.0 (Condi-
tion 1) or 0.8 and 0.2, respectively. Thus, the
response reinforced on the previous trial pro-
vided a better-tlhan-chlance basis for predicting
the location of reinforcement. The optimal
strategy was to repeat the response -einforced
on the previous trial (Group A) or to switch
and not repeat the response reinforced on the
previous trial (Group B). If a subject's choice
was incorrect, then the subject had to peck the
other key after the correction interval to col-
lect the reinforcement. The sequence of rein-
forced responses was experimentally controlled
and it may help to un(lerstand the procedure
to observe that this sequence could have been
arranged in advance of an experimental ses-
sion, because a subject's behavior did not af-
fect it. In practice, the computer waited until
the reinforcement arranged on a trial was col-
lected and then determined the reinforced key
for the next trial on the basis of which re-
sponse was just reinforced. In this same man-
ner, the response reinforced on the last trial of
a session determined the response to be rein-
forced on the first trial of the next session. Ex-
perimental sessions were conducted five or six
days per week.

Pretraining. After the initial key-peck train-
ing, subjects in Group A experienced approxi-
mately three months of training with a single
intertrial interval of 0.5 sec. Condition 1 began
immediately after the end of this pretraining.
After the initial key-peck training, subjects in
Group B experienced a more extended pre-
training because severe position biases ap-
peared immediately after the subjects were
placed on the contingencies of Condition 1.
Different experimenters manually shaped the
key-pecking behaviors for Groups A and B,

and this difference may have contributed to
the different behaviors of the two groups when
they were first exposed to the different contin-
gencies in their respective versions of Condi-
tion 1. But for whatever reason, subjects in
Group B required exposure to a modification
of the basic procedure before their behavior
was sufficiently free of obvious position biases.
This modification-involved more severe "pun-
ishment" of errors by means of longer correc-
tion intervals. This interval was lengthened
for four weeks to 20 sec from its initial value of
5 sec. For three weeks thereafter, it was gradu-
ally reduced to its initial value of 5 sec without
the reappearance of position biases, except for
Bird 19, for which the interval had to remain
at 20 sec because of a continued tendency for
that subject to revert to position biases with
any shorter correction interval. To this point
in pretraining, the intertrial interval was al-
ways 0.5 sec. Eight additional weeks of train-
ing then followed with an intertrial interval of
2 sec and with the final value of the correction
interval equal to 5 sec, except for Bird 19 for
which this interval remained at 20 sec through-
out the subsequent experiment. Finally, Con-
(lition 1 began witlh the intertrial intervals
randomly distributed between values of 0.5
and 2 sec.

RESULTS
The objective of the present experiment re-

quires us to focus on steady-state behavior.
Also, acquisition data were subject to the idio-
syncratic variables operating during pretrain-
ing and so their inclusion here is not justified.
Thuis, the results presented here are averages
over the terminal five sessions of-a condition.
Table 2 shows the conditional probability of
a choice of the key having the momentarily
greater reinforcement probability. The condi-
tional probability of a choice of the left key
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SHORT-TERM MEMORY

after a reinforced left-key peck is abbreviated
as P(LIL), the conditional probability of a

choice of the left key after a reinforced right-
key peck is abbreviated as P(LIR) andl so on.

P(LIL) was computed by dividing the fre-
quency of times a sulbject received reinforce-
ment for a left-key peck and then clhose left, by
the total frequency of reinforced left-key pecks.
The other clhoice probabilities were compute(d
similarly. There was no meaningful difference
in results for Group A between Conditions 1

and 2 on trials following a 0.5-sec intertrial in-
terval, and Table 2 accordingly presents 0.5-sec
data averaged over both conditions. Table 2 is
based on only the first response in eaclh trial:
computations excluded responses under con-
trol of the separate correction contingency.
We asked first if there was any control over

choice behavior by local reinforcement prob-
ability. That is, was the probability of choos-
ing a given alternative dependent on the previ-
ously reinforced response? Table 2 clearly
shows there was a difference for a 0.5-sec inter-
trial interval for all 18 subjects. For a 2-sec in-
tertrial interval, there was a differerence for 15
of 18 subjects (for all but Subjects 8, 14, and
perhaps 20, each of whiclh developed a posi-
tion bias). For a 4-sec intertrial interval, there
was a difference for 12 of 13 subjects in Group
A (all buit Subject 12) but perhaps for only one

of five subjects in Group B (Subject 16).
Therefore, local reinforcement probability
tended to control local choice probability, but
to a lesser degree as the total delay between a

choice and the stimulus correlated with local
reinforcement probability increased.
Examine now in greater detail the extent of

this dependency of local choice probability on

the delay between a choice and the previously
reinforced response. Table 2 shows that the
longer the delay between choice and the cue

correlated with local reinforcement probabil-
ity, the poorer the control exerted by the latter
on the former. First consider Group A. For a

2.5-sec delay between reinforced response and
the subsequent choice, the average probability
of choosing the key corresponding to the opti-
mal win-stay, lose-shift strategy was 0.957. For
all 13 subjects, this choice probability was

greater than the probability-matclhing value of
0.800. For a 4-sec delay, the average probability
of choosing the optimal key was less, 0.844, but
still slightly greater than the probability-
matching value. For eight of the 13 subjects,

both P(LIL) and P(RJR) exceeded the prob-
ab)ility-matchiing value. For a delay of 6 sec, the
average probability of choosing the optimal
key was 0.740 and for only three of the 13 sub-
jects were both P(LIL) and P(RjR) greater
than the probability matching value. However
as noted previously, even after a 6-sec delay,
local clhoice probability deviated from overall
choice probability for 12 of 13 subjects, so that
while the magnitude of control by local rein-
forcement probability was reduced, it was still
measurable.
Now consider Group B. The average prob-

ability of choosing the key corresponding to
the optimal win-shift, lose-stay strategy was
0.91 and 0.77 for intertrial intervals of 0.5 and
2 sec, respectively, in Condition 1. For each
subject in this condition, the probability that
a choice conformed to that required by the op-
timal strategy was greater after total delay of
2.5 sec than of 4 sec. Similarly, for each subject
in Conditions 2 and 3, the probability of an
optimal choice was less after a delay of 6 sec
than after 4 sec. Thus, for both groups, the
extent to which choice behavior approximated
an optimal strategy depended inversely on the
interval separating successive choices.

DISCUSSION
The present experiment provides informa-

tion on the way in wlhiclh the function of be-
havior and the structure of behavior are inter-
related: local choice probability, and therefore
local structure of behavior, was controlled by
local reinforcement probability. It demon-
strates also that the function relating these two
probabilities is not fixed: local choice prob-
ability depends on the time separating it from
the cue correlated with local reinforcement
probability. The present results suggest fur-
tlher that local choice probability depends on
the particular reinforced behavioral pattern.
Stated differently, some kinds of reinforced be-
havioral organizations are more easily remem-
bered than others. Thus, recall of the optimal
response for the win-stay, lose-shift strategy
generally was greater than for the win-shift,
lose-stay strategy. Shimp (1966), Morgan
(1974), and many others have found a tendency
for a pigeon to perseverate on a response even
in the absence of differential reinforcement for
such perseveration. In the present experiment,
such a tendency would assist performance in
the win-stay, lose-shift condition but would
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interfere with performance in the win-shift,
lose-stay condition. This natural tendency may
therefore partially explain the better perform-
ance in the win-stay, lose-shift condition. The
finding in the experiment by Williams (1972)
that the win-stay pattern was more difficult
than the lose-shift pattern apparently is attrib-
utable to features of the method of that experi-
ment, as described above in the Introduction,
that made recall of the win-stay pattern more
difficult than recall of the lose-shift pattern.
The present results are consistent with the

hypothesis that the structure, or organization
of behavioral output, the temporal sequence
of choices, approximates an optimal strategy
but only to a degree permitted by a subject's
short-term memory for recent events (Shimp,
1975; Silberberg and Williams, 1974). Put dif-
ferently, behavior can approximate an opti-
mal strategy only to an extent permitted by the
precision with which short-term memory for
recent events, such as a subject's own recent
belhavior, forms a component of the functional
stimulus in the "presence" of which a subject
chooses. The present results indicate that local
reinforcement probability can play a some-
what more vital role than indicated by the re-
sults of the experiment by Williams (1972).
Here, the "win-stay" component of the opti-
mal strategy was much more closely approxi-
mated, for a local reinforcement probability of
0.8, than in the earlier experiment. The differ-
ence in results between the two experiments
emphasizes that a general understanding of
how reinforcement contingencies may control
the structure of behavior requires an under-
standing of how an organism remembers its
own recent behavior.
An interesting comparison can be made be-

tween the present results for the simple single-
alternation condition with Group B and re-
sults obtained by Hearst (1962) with pigeons
in a similar condition. Hearst's subjects per-
formed markedly better than those here for
similar retention intervals. His retention in-
terval, like that here, was a blackout, but his
reinforcement duration was half as long, 1 sec
instead of the present 2 sec. This 1-sec differ-
ence may have contributed in two ways to the
difference in results. First, the total retention
interval was of course 1 sec shorter for a given
intertrial interval in Hearst's study than here.
But more importantly, a reinforcing stimulus
is a very salient, powerful stimulus indeed.

It can be assumed to have an interfering ef-
fect on recall similar to, but stronger than,
that of other stimuli. Visual stimuli during
a retention interval have been shown to in-
terfere with subsequent recall (Moffitt, 1972;
Zentall, 1973). Therefore, a response-reinforcer
pairing may be assumed to be the occasion for
retroactive interference: short-term memory
for a response may be reduced by a reinforcer
intervening between the response and subse-
quent recall of that response. This outcome
is striking from the perspective of the Law of
Effect that predicts only a simple "strengthen-
ing" effect on a response preceding a rein-
forcer.
The present reinforcement contingencies es-

tablished various local behavioral patterns or
structures. The present experiment therefore
bears on a controversy over the appropriate
"level of analysis" in our attempts to under-
stand behavior established and maintained by
reinforcement contingencies in general. The
controversy is simply defined. A "molar" posi-
tion emphasizes that there is some broad range
of contexts in whiclh basic laws of behavior are
revealed only after one averages over different
local reinforcement contingencies that have no
controlling effects on behavior (Herrnstein,
1970; Herrnstein and Loveland, 1975). A "mo-
lecular" position emphasizes that there is some
broad range of contexts in which basic laws in-
volve local reinforcement contingencies and
the behavioral patterns these contingencies es-
tablish, and that these laws are only 'obscured
if one averages over the different contingencies
(Hawkes and Shimp, 1975; Shimp, 1966, 1969a,
1975, 1976). One obvious research strategy to
resolve this controversy is to determine empiri-
cally the range of contexts over which each
level of analysis applies. Such a strategy over
time builds up various categories of research
methods including: a molar category including
those methods for which basic laws are ex-
pressed in terms of averages over local rein-
forcement contingencies; a molecular category
including those for wlhich basic laws are ex-
pressed in terms of local reinforcement contin-
gencies; an indeterminate category for those
methods for which it is not yet certain which
level of analysis, or indeed whether any level,
is appropriate.

It would be easy, at least in principle, to re-
solve the molar-molecular controversy if an
agreed-upon criterion were available to let one
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categorize a method as supporting either a
molar or a molecular view. But no such cri-
terion exists. Two criteria are frequently used,
and they do not give the same categorization
of methods. First, one could put into the molar
category any method that produces elegant
functions, or even just tolerably noise-free
functions if these functions exclusively involve
molar variables. This criterion of course places
many methods and results into the molar cate-
gory (Herrnstein, 1970). On the other hand,
one could adopt a more conservative criterion
and put methods producing molar functions,
no matter how elegant, into the indeterminate
category until it is shown that these results are
not byproducts of, or heavily confounded with,
the effects of uncontrolled local reinforcement
contingencies. This more stringent criterion
surprisingly results in an empty molar cate-
gory: this category contains according to this
criterion no method of which the present au-
thor is aware. The molecular category in-
cludes, among others, synthetic variable-inter-
val schedules (Shimp, 1973), compound pacing
schedules in general (Shimp, 1975) and prob-
ability-learning experiments such as the pres-
ent one and others (Shimp, 1975; Shimp,
1966): in each of these and many other experi-
ments, local reinforcement contingencies in-
contestably determine the local structure of be-
havior. But perhaps the largest category is the
indeterminate category. This category contains
many standard free-operant methods, such as
variable-interval schedules, concurrent and
multiple schedules with variable-interval com-
ponents, and a great many others. These sched-
ules do not provide for the rejection of the
hypothesis that the molar results they produce
are byproducts of, or importantly confounded
with the effects of, subject-controlled local re-
inforcement contingencies (Hale and Shimp,
1975; Shimp, 1973, 1975). Thus, according to
the more conservative criterion for categoriz-
ing methods, these schedules must be labelled
indeterminate.
Any survey, ranging from the most cursory

to the most exhaustive, of the experiments de-
scribed in this journal will reveal a strong
tendency for experimenters to average over
local reinforcement contingencies for free-op-
erant data but to refrain from doing so for dis-
crete-trials data. The fact that according to one
criterion the molar category described above
is empty raises the serious and difficult ques-

tion of the nature of the justification for aver-
aging over the various local reinforcement con-
tingencies that prevail so often in free-operant
methodology.
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