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Pigeons were trained on a procedure in which the key was white for 30 sec, alternating
with periods of darkness, or timeout. In a nondifferential training procedure, timeout
duration was held constant at either 9 or 21 sec for different animals, and pecks on the
white key were reinforced on a variable-interval 36-sec schedule. After 30 sessions an ex-
tinction generalization test was conducted where the duration of the timeout was varied
from 3 to 27 sec. This test showed no differences in responding following timeouts of
different durations. In a differential training procedure, timeout durations of either 9 or
21 sec were randomly scheduled for each animal. The variable-internal schedule was in
effect following the same timeout duration as in the prior nondifferential procedure. No
pecks were reinforced after the other timeout duration. In 40 sessions, differences in re-
sponse rates following the two durations gradually developed. A maintained generalization
procedure was then imposed in which timeout durations were varied from 3 to 27 sec,
with the variable-interval schedule in effect following only the same duration as in the
previous procedures. The first maintained generalization session showed that the prior
differential training had established control of the animals' behavior by the timeout dura-
tion. In continued training on the maintained generalization procedure, control by the
timeout duration decreased.

The concept of behavior controlled by the
temporal properties of a stimulus has played
an important part in the analysis of perform-
ance on schedules of reinforcement (Anger,
1956; Morse, 1966). There have been, however,
very few studies directly concerned with con-
trol of behavior by the temporal properties of
events. Several early investigators (e.g., Cowles
and Finan, 1941; Woodrow, 1928) demon-
strated the discriminability of the duration of
an event. Generalization of control by the
duration of an event was demonstrated by
Reynolds and Catania (1962) and a psycho-
physical study of event duration was con-
ducted by Stubbs (1968). Judging from the im-
portance of temporal discriminations in theo-
ries of reinforcement schedules, demonstration
of additional phenomena of stimulus control
with event duration as the relevant dimension
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would seem to be in order, with the aim of
strengthening the view that the duration of an
event can control behavior in similar fashion
to other more commonly studied stimulus
dimensions.
The present study examined the effects of

discrimination training upon generalization of
control by stimulus duration. The precedure
was similar to that used by Reynolds and
Catania (1962), in which the duration of a
timeout that preceded opportunities for the
animals to respond, was the relevant stimulus
dimension. With this procedure, behavior is
reinforced following a stimulus of one dura-
tion, and not reinforced following stimuli of
other durations. The present experiment ex-
amined the effects of nondifferential and dif-
ferential training procedures on generalization
gradients of stimulus duration. The effects of
a maintained generalization procedure (Pier-
rel, 1958) were also investigated.

METHOD

Subjects
Four experimentally naive Silver King pi-

geons were maintained at about 80% of their
free-feeding weights by the grain obtained
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during experimental sessions and supplemen-
tary feedings as required.

In conducting this research, the investiga-
tors adhered to the "Guide for Laboratory
Animal Facilities and Care", as promulgated
by the Committee on Revision of the Guide
for Laboratory Animal Facilities and Care of
the Institute of Laboratory Animal Resources,
National Academy of Science, National Re-
search Council.

Apparatus
The experimental chamber was a plywood

box with inside dimensions of 14 in. high by
18 in. wide by 12 in. deep (35 by 45 by 30 cm).
An aluminum intelligence panel contained a
Lehigh Valley Electronics translucent pigeon
key at a height of 10 in. (25 cm). The key
could be transilluminated with white light and
required a force of 0.147 N to operate. Directly
below the key was a hopper for delivering
mixed grain. A white houselight provided
general illumination. The experimental cham-
ber also contained a small relay that could be
operated after key pecks to provide auditory
feedback, and a speaker that presented mask-
ing noise continuously during experimental
sessions. Experimental contingencies were con-
trolled by standard relays, timers, and step-
ping switches, and data were collected with
electro-mechanical impulse counters, print-
out counters, a four-pen event recorder, and a
cumulative recorder.

Procedure
The subjects were magazine trained and key

pecking was shaped. On the next two days
there were 50 reinforcements on a continuous
reinforcement schedule, followed by two days
of training in which 50 reinforcements oc-
curred each day on a variable-interval schedule
with a mean interreinforcement interval of 18
sec (VI 18-sec). Each reinforcer in this initial
training and all subsequent experimental pro-
cedures consisted of 3-sec access to mixed grain.
During reinforcement, all lights in the cham-
ber were extinguished, and the grain hopper
illuminated. After the initial training, all sub-
sequent training and test conditions consisted
of 30-sec periods during which the key and
houselights were on alternating with periods
of timeout in which the chamber was totally
dark. When the key was white, all pecks on
the key produced a click by the relay mounted

behind the intelligence panel. During time-
out, pecks had no scheduled effect. When re-
inforcement could occur, it was scheduled
according to a VI 36-sec schedule, with the
interreinforcement intervals arranged accord-
ing to the formula of Fleshler and Hoffman
(1962) to provide an approximately constant
probability of reinforcement as a function of
time since the last reinforcement.2 The VI
tape did not run during timeouts or during
white-key intervals in which reinforcement was
not scheduled. Reinforcements that had been
"set up" but not delivered by the start of the
next timeout were not available the next
time the VI schedule was in effect. All sessions
began with the key white. The first response
on the white key was reinforced, and the VI
schedule was in effect. In each white-key inter-
val, the time to the first response, number of
responses, and number of reinforcements were
recorded.
The first procedure was a nondifferential

training procedure in which each session con-
sisted of 50 timeout-white key cycles with the
duration of the timeout constant for each
animal and the VI schedule in effect when the
key was white. The timeout durations were
9 sec for Birds 1 and 2 and 21 sec for Birds 3
and 4. After 30 nondifferential training ses-
sions an extinction generalization test was
given. The test session began with three non-
differential training cycles, after which rein-
forcement was discontinued. The test itself
consisted of nine different timeout durations
ranging from 3 to 27 sec in 3-sec increments
alternated with 30-sec white-key intervals.
Each duration was presented 12 times in a
quasi-random series consisting of two repeti-
tions of a six-block sequence. Each block in
the sequence contained each of the nine time-
out durations in a different irregular order.
The sequence was therefore 54 cycles long and
the test was 108 cycles long. After the general-
ization test session, 10 sessionsof retraining on
the nondifferential procedure were conducted.

2The VI tape contained three blocks of 12 interrein-
forcement intervals, each block being a different ran-
domization of 12 intervals determined by the formula
of Fleshler and Hoffman (1962). The intervals, in sec-
onds, were as follows, with the blocks separated by a
slash: 35.4, 16.9, 56.7, 22.1, 4.8, 1.6, 12.5, 75.5, 28.2, 125.5,
8.4, 44.5, / 75.5, 12.5, 16.9, 4.8, 28.2, 35.4, 8.4, 22.1, 1.6,
125.5, 44.5, 56.7, / 44.5, 8.4, 35.4, 4.8, 56.7, 28.2, 16.9,
125.5, 12.5, 1.6, 22.1, 75.5 /.
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Table 1

Summary of Experimental Procedures

SD Duration SA Duration(s)

Birds Birds
1 and 2 3 and 4 Birds 1 and 2 Birds 3 and 4 Sessions

Nondifferential training 9 sec 21 sec - - 30
Extinction generalization test - - 3 sec-27 sec 3 sec-27 sec 1
Nondifferential retraining 9 sec 21 sec - - 10
Differential training 9 sec 21 sec 21 sec 9 sec 40
Maintained generalization 9 sec 21 sec 3 sec-27 sec 3 sec-27 sec 21

(excluding 9 sec) (excluding 21 sec)

In the second training procedure, two differ-
ent timeout durations were scheduled, and
whether the VI schedule was in effect or not
after a timeout depended on the duration of
the timeout. For Birds 1 and 2, the VI schedule
was in effect following timeouts of 9 sec, and
an extinction schedule was in effect following
timeouts of 21 sec. These conditions were re-
versed for birds 3 and 4. For simplicity, the
terms SD and SA will be used to designate time-
outs following which the VI schedule was or
was not in effect, respectively. Thus, each bird
had the same SD as in the previous nondiffer-
ential training procedure. Each session con-
sisted of 100 cycles, with the sequence of dura-
tions determined by a Gellerman (1933) series.
Three different sequences were used and the
sequence was changed daily. This procedure
was initiated on the day following the last
nondifferential retraining session, and was in
effect for 40 days.
A maintained generalization procedure was

then begun. Sessions were divided into blocks
of 10 cycles, with each block containing each
of the nine possible timeout durations from
3 to 27 sec in 3-sec increments. The SD was
repeated twice in each block, but the VI sched-
ule was in effect following only one of these
presentations. As in the previous procedures,
the SD for Birds 1 and 2 was 9 sec and the SD
for Birds 3 and 4 was 21 sec. All other timeout
durations were SAs. Thus, it was possible for
pecks to be reinforced on one cycle of each
10-cycle block. Each session consisted of five
repetitions of a five-block sequence, with each
block of the sequence containing a different
irregular order of timeout durations. A ses-
sion therefore was 250 cycles long. This pro-
cedure was in effect for 21 sessions. The order
and duration of all experimental procedures
is summarized in Table 1.

RESULTS
Figure 1 shows the results of the extinction

generalization test given after nondifferential
training, and the data from the first 100 cycles
of the maintained generalization procedure.
All four animals showed no control by timeout
duration after nondifferential training (filled
circles), with approximately equal response
rates following all timeout durations. After
differential training, all animals showed a
continuous gradient of response rate, with the
highest rates occurring near the SD in the pre-
ceding differential training procedure. Ani-
mals 1 and 3 showed a clear peak shift in their
postdiscrimination gradients, with maxima
displaced away from the SD in a direction op-
posite the previous SA. Animals 2 and 4 showed
approximately equal response rates following
all durations on the SD end of the gradients.
Comparison of the top two frames with the
bottom two shows that reversal of the training
stimulus durations served only to reverse the
direction of the gradients and had no other
consistent effect.

Figure 2 shows the development of discrim-
ination during the differential training pro-
cedure. Acquisition of the discrimination was
relatively slow. Animals 2 and 3 showed be-
havioral contrast, with a considerable increase
in their SD rates over pre-discrimination levels.
Neither of these two animals, however, showed
much decline in rate following the SA dura-
tion. Animals 1 and 4 had an opposite picture
of rate change during the formation of the dis-
crimination. That is, the SA rate declined
greatly, and the SD rate also declined, but not
as much. No reason was apparent for these two
distinct patterns of discrimination formation.

Figure 3 shows performance during the
maintained generalization procedure. Each
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Fig. 1. Response rate is plotted as a function of the
preceding timeout duration for both the extinction
generalization test that followed the nondifferential
training procedure (filled circles), and the first 100
trials of the maintained g6neralization test that fol-
lowed the differential training procedure (open circles).
Each frame is for a different animal.

gradient represents pooled data from a block
of three sessions. The number of responses

emitted after each timeout duration was di-
vided by the total of all responses emitted in
the three sessions to obtain a relative rate of
response gradient. Data from white-key periods
where the VI schedule was in effect were omit-
ted. Gradients for each block of three sessions
are successively numbered on the left end of
each gradient. The number on the right of
each gradient is the mean number of responses

per white-key period, averaged across all time-
out durations. It is intended to give a measure

of the overall rate of response represented in
the relative gradients, and could be used to

convert the gradients to absolute response
rates. These numbers illustrate the fact that
there was little systematic change in the over-
all rates of response as maintained generaliza-
tion testing continued. A straight line was
fitted by the method of least squares to the
long limb of each gradient (excluding the
point for SD and the last two points on the SD
end of the gradient) to give a clearer picture
of changes in the slope of the gradient during
exposure to this procedure. The slope con-
stant for each of these fitted lines is shown
above each line. Animals 1 and 2 showed a
steady and continuous decline in slope, while
Animals 3 and 4 showed a decline followed by
a slight recovery. In no case was there a devel-
opment of sharp control by the SD duration.

Responses during timeout were recorded
throughout the experiment. After the first two
or three sessions on the timeout-white-key
procedure, responses seldom occurred during
the timeout. Those that did occur immediately
followed the onset of the timeout, and almost
never occurred later in the timeout.

DISCUSSION

The procedure used by Reynolds and Cat-
ania (1962) and in the present study clearly
allows the study of event duration as a stimu-
lus dimension. The results demonstrate that,
in fact, some of the phenomena typically ob-
served with traditional stimulus dimensions,
such as wavelength of a light or intensity of a
tone, can be observed when the relevant di-
mension of an event is its duration.
The finding that differential reinforcement

on the duration continuum was necessary for
that dimension to establish control over the
animals' behavior is consistent with a body of
literature that shows that some stimulus di-
mensions behave in this manner, including
tone frequency (Jenkins and Harrison, 1960)
and angular orientation of a line (Butter and
Guttman, 1957). Other dimensions, notably
wavelength, require much less (or no) explicit
differential reinforcement for the establish-
ment of stimulus control (e.g., Guttman and
Kalish, 1956). Baron (1965) accounted for the
fact that some dimensions of events do not
acquire control of responding without special
differential reinforcement in terms of an "at-
tending hierarchy". This conceptualization
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Fig. 2. Median and semiquartile range of response rates following both the SD (filled circles) and the SA timeout
durations are plotted in blocks of five sessions for the entire period of exposure to the differential training pro-
cedure. Each frame shows the data for a single animal, and the horizontal line through each frame shows the
median response rate from the last five sessions of the immediately preceding nondifferential training procedure.

states that when an organism is brought into
an experimental setting, different dimensions
of the extroceptive events with which it may
be presented are ordered with respect to the
ease with which they can come to control the
animal's behavior. The position of a given di-
mension in the hierarchy may be raised
through operations of differential reinforce-
ment with respect to that dimension. While
perhaps useful in a descriptive sense, this con-

ceptualization does not suggest any possible
determinants of the attending hierarchy pos-

sessed by an organism when it enters the ex-

perimental setting.
Skinner (1966) suggested that there are two

important variables in the determination of
what events may easily acquire control over

the behavior of an organism. The phylogen-
etic history of the organism may increase the
probability of some events acquiring control
simply as a function of the evolution of cer-

tain sensory systems. The other source of con-

trol would be found in the ontogenetic devel-
opment of the organism. Dimensions of events
that have been systematically associated with

reinforcement or nonreinforcement in the
pre-experimental history of the organism may

easily acquire control of the organism's be-
havior in a new situation. Dimensions that
have been equivalently associated with rein-
forcement and nonreinforcement, or, that
have never been presented to the organism,
may not acquire control without some special
differential reinforcement procedures. Such a

formulation is consistent with most of the
available data on the acquisition of control by
various stimulus dimensions (e.g., Jenkins and
Harrison, 1960; Peterson, 1962; Tracy, 1970)
and allows some predictions to be made. In
the case of the present research, it is unlikely
that the behavior had had much differential
reinforcement with respect to the duration of
events; therefore it would be predicted that
the dimension of timeout duration would not
acquire control without explicit differential
reinforcement procedures.
The finding that behavioral contrast oc-

curred with only two of the four subjects in
this study does nothing to clarify the theoret-
ical arguments on the subject of contrast
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Fig. 3. Relative response rates for all animals are plotted as a function of the duration of the immediately pre-
ceding timeout. Each gradient is for a block of three maintained generalization training sessions, with the order
of blocks indicated by the small number to the left of each gradient. The number to the right of each gradient in-
dicates the mean number of responses per white-key period for that gradient. The straight lines are least squares
fits to the six points on that side of the gradient, and the numbers above the gradients are the slope constants of
the fitted lines.

(Reynolds, 1961; Terrace, 1968), and merely
serves to demonstrate that the contrast phe-
nomenon is not restricted to the auditory and
visual modalities with which it has primarily
been studied. This finding strengthens the
view that behavioral contrast is a general char-
acteristic of all discrimination learning.

Perhaps the most interesting result of the
present study is the loss of control that was

observed during the maintained generalization
training procedure. This finding is in contrast
to the many published studies of maintained
generalization (e.g., Blough, 1961; Pierrel,
1958), which typically show a sharpening of
control when responding continues to be re-

inforced in the presence of one SD and extin-
guished in the presence of several SAs. Perhaps
the explanation for this difference lies in the
term "presence" of a stimulus. In traditional

studies of stimulus control, the stimuli rele-
vant to the discrimination are, in fact, present
in the exteroceptive environment while the
organism's responses are reinforced or extin-
guished. That is, the lights are on or the sound
is present in the chamber, and these stimuli
are different during the SD and the SPs. In the
present experiment, this was not the case. In
fact, the exteroceptive environment was ex-
actly the same for the bird during all oppor-

tunities to respond. The only events available
to the organism as a basis for discrimination
were necessarily generated by the organism
itself. This is a property of all temporal dis-
crimination procedures, and is unavoidable
due simply to the fact that "time" does not
change the exteroceptive environment, at
least within the confines of the experimental
chamber.
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The fact that these organism-generated
events are neither observed nor controlled by
the experimenter means that these events are
only accidentally correlated with reinforce-
ment or non-reinforcement. If the organism-
generated events are perfectly correlated with
time, the temporal discrimination will be
quite stable. If, on the other hand, the organ-
ism-generated events are variable, the discrim-
ination must necessarily "drift" (Herrnstein,
1966). Thus, although some typical stimulus
control phenomena can be observed with the
duration of an event as the relevant stimulus
dimension, differences that are observed be-
tween "temporal discriminations" and discrim-
inations of visual and auditory events may be
due to the fact that temporal discriminations
must necessarily be based upon events not un-
der experimental control, and are therefore
free to drift.
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