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Six pigeons pecked for food in a three-key experiment. A subject at any time could choose
the left or right key and receive reinforcement according to one two-key concurrent vari-
able-interval variable-interval schedule of reinforcement, or it could peck the center key.
A peck on the center key arranged the complementary two-key concurrent variable-interval
variable-interval schedule on the left and right keys. The two different two-key concurrent
schedules arranged reinforcements concurrently and were signalled by two different colors
of key lights. Choice behavior in the presence of a given color conformed to the usual
relationship in two-key concurrent schedules: the relative frequency of responding on a
key approximately equalled the relative frequency of reinforcement on that key. Prefer-
ence for a two-key concurrent schedule, which was equivalent to preference for a color,
was measured by the percentage of all responses on the left and right keys in the pres-
ence of that color: this percentage approximately equalled the percentage of all rein-
forcements that were delivered in the presence of that color. Thus, choice between con-
current schedules conforms approximately to the same relationship as does choice between
alternatives in a single concurrent schedule.

A pigeon chooses between the two alterna-
tives in a two-key concurrent variable-interval
variable-interval (conc VI VI) schedule in such
a fashion that the relative frequency of re-
sponses on a key tends to equal the relative
frequency of reinforcement for responses on
that key (Herrnstein, 1961).
An experimental paradigm for the study of

choice behavior in more complex concurrent
schedules is a concurrent schedule, each com-
ponent of which is itself a concurrent schedule.
Behavior in such a complex concurrent sched-
ule was described by Shimp (1971), who ar-
ranged a one-key concurrent schedule of rein-
forcement for two classes of interresponse
times on each of two keys. Thus, there were
four classes of operants: shorter and longer
interresponse times on the left and right keys.
It was found that the relative frequency of
responses on a key approximately equalled the
relative frequency of reinforcement for re-
sponses on that key. Choice of a key was equiv-
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alent to choice of a concurrent schedule (of
reinforcement for two classes of interresponse
times). Therefore, the matching behavior ob-
tained there showed that in one particular con-
text, choice between concurrent schedules
obeyed the same relationship as does choice be-
tween the two alternatives within a conven-
tional two-key concurrent schedule. In addi-
tion, interresponse times were distributed
within a particular concurrent schedule of re-
inforcement for two interresponse times in the
same way as they would have been had there
not also been a second concurrent schedule of
reinforcement for two interresponse times ar-
ranged concurrently. Thus, in the context of
that experiment, behavior in one concurrent
schedule was not affected by the presence of a
second concurrent schedule arranged concur-
rently.
The present experiment further investigated

the nature of behavior controlled by com-
pound concurrent schedules of reinforcement
in which each component is itself a concur-
rent schedule. Here, there were two two-key
concurrent schedules of reinforcement instead
of two one-key concurrent schedules of rein-
forcement for two classes of interresponse
times. At any time, one of the two two-key con-
current schedules of reinforcement was ar-
ranged on the left and right keys of a three-
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key experimental chamber. Responding on a
center key arranged the other two-key concur-
rent schedule on the left and right keys. The
two different two-key concurrent schedules of
reinforcement were signalled by two different
colors of keylights and were complementary in
the sense that if the probability of reinforce-
ment on the left key was p in the presence of
red, it was 1-p in the presence of green.
Two questions were asked corresponding to

the two results obtained by Shimp (1971). First,
are choices distributed between the two two-
key concurrent schedules in the same way as
choices are distributed between the two al-
ternatives of a single two-key concurrent sched-
ule? Second, are choices distributed between
keys in a single two-key concurrent schedule
as they would be if there were not a second
two-key concurrent schedule arranged concur-
rently?

METHOD

Subjects
Six male White Carneaux pigeons were

maintained at approximately 80%7o of their
free-feeding body weights. Three of the six pi-
geons (Subjects 4, 5, and 6) were experimen-
tally naive: the others (Subjects 1, 2, and 3) had
served in an experiment on probabilistic dis-
crimination learning that tised tilted lines for
stimuli (Shimp, 1973a).

Apparatus
The experimental chamber was a Lehigl

Valley Electronics three-key pigeon chamber.
Colors and various tilted lines could be made
to appear on each translucent key. Electro-
mechanical relay equipment, including a
punched-paper tape reader, arranged the stim-
uli and reinforcements and counted responses.
The punched-paper tapes were generated on
a PDP 12 laboratory computer.

Procedure
Reinforcements were arranged for pecks on

the left and right keys by a single VI schedule
that determined the distribution of interrein-
forcement intervals and by a random mecha-
nism that assigned each reinforcement to one
of four different classes of responses: a peck
on the left or right key when all the keys were
red and a peck on the left or right key when all
the keys were green.

A peck on the center key changed the color
of all three keys and complemented, i.e., re-
versed, the probabilities of reinforcement on
the left and right keys. For example, if all
three keys were red and the relative frequen-
cies of reinforcement were 0.80 and 0.20 on
the left and right keys, respectively, a peck on
the center key changed the color of the keys to
green and changed the probabilities of rein-
forcement on the left and right keys to 0.20
and 0.80, respectively. A horizontal line and a
vertical line were superimposed on red or
green on the center key to further discriminate
the center key from the side keys.
The center key in the present experiment

was analogous to the switching key in a pro-
cedure used by Findley (1958). In the Findley
procedure, either one of two VI schedules of
reinforcement was arranged at any moment
on a single main key and a bird could switch
between the two schedules (each signalled by
a different color) by responding on a second,
or switching key. In the present experiment,
one of two two-key conc VI VI schedules was
arranged at any moment on the side keys and
a bird could switch between the two two-key
conc VI VI schedules (each signalled by a dif-
ferent color) by responding on the center key.

VI schedule. The distribution of interrein-
forcement intervals was arranged by a single,
constant-probability, VI schedule. The con-
stant probability that reinforcement would be
arranged was 0.2 every 3 sec so that the average
scheduled interreinforcement interval was 15
sec. Ordinarily, when reinforcement is ar-
ranged by a finite punclhed tape, the probabil-
ity of arranging a reinforcement depends on
the time since the last reinforcement, even in
a constant-probability, VI schedule. In suclh
cases, the probability of assigning a reinforce-
ment equals 1.0 at some maximum post-rein-
forcement time. Here, this difficulty was
avoided by programming the schedule with
an electronic timer and a Bernoulli-trials gen-
erator (see Shimp and Wheatley, 1971). Once
the VI schedule arranged a reinforcement, the
electronic timer stopped. The reinforcement-
selection mechanism described below was em-
ployed just once for every interreinforcement
interval arranged by the VI schedule.

Reinforcement-selection mechanism. At the
beginning of a session and after every rein-
forcement, a reinforcement-selection mecha-
nism determined to whiclh one of the four re-
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sponse classes the next reinforcement would
be assigned. Once the next reinforcement was

assigned to a particular response class, rein-
forcements could not be assigned to any other
class until the VI schedule arranged a rein-

forcement, the organism emitted a response
belonging to the appropriate class, and rein-
forcement was collected.
The schedule of reinforcement used here

may be viewed as a variation of a schedule in
which reinforcements are arranged by a single
VI schedule and a random selection mecha-
nism that probabilistically assigns each rein-
forcement to one of four response alternatives.
This procedure was used by Shimp (1971)
when he arranged a concurrent schedule of
reinforcement for two interresponse times on

each of two keys. However, a disadvantage of
this procedure is that the obtained relative
frequency of reinforcement for a response al-
ternative often deviates from the programmed
probability of reinforcement for that response
alternative. Therefore, this general procedure
to arrange reinforcements was modified here
so that the obtained relative frequency of re-

inforcement for each response class exactly
equalled the programmed probability of re-

inforcement for that response class.
There were 100 reinforcements in each day's

session. Each reinforcement was assigned to
one of the four classes of reinforced responses
by a punched-paper tape containing a se-

quence of codes that determined which re-

sponse class would be reinforced on each of
the 100 trials. For each session, there was a

different tape for each of the six birds. How
these tapes were generated by the computer is
conceptually identical to the following
method. Consider an urn containing 100 balls,
each marked "red-left", "red-right", "green-
left", or "green-right". Thus, each ball cor-

responded to one of the four classes of rein-
forced responses. The proportion of balls of
each type exactly equalled the desired pro-

portion of reinforcements for the correspond-
ing class of responses. A ball was randomly
selected from the urn, and its corresponding
response class was noted. This response class
then occupied the first location in a sequence

of 100. Then, a second ball was randomly
selected from the remaining 99 balls and this
response class then occupied the second loca-
tion in the sequence of 100. Sampling was

"without replacement": a selected ball was not

returned to the urn and so could not be re-
sampled. This process continued until all 100
balls were selected and a sequence of length
100 was obtained. Finally, the sequence of re-
inforcements for the four response classes was
rearranged. The contents of locations 1, 11, 21,
. . ., 91, 2, 12, 22, . . ., 92, 3, 13, 23, . . ., 100
of the original list were placed in locations 1,
2, 3, . .. , 100 in the second list. After all 100
assigned reinforcements were rearranged in
the second list, they were punched out on a
paper tape. In summary, each punched tape
contained the exact desired proportions for
each of the four categories, yet the sequence
of reinforcing events presumably appeared to
a pigeon to be a random sequence.
Changeover delays. There were two different

delay contingencies in effect. Each was 1 sec in
duration. The first contingency was for a re-
sponse on one side key after a response on the
other side key. Such a response is defined here
as a changeover response. The second delay
contingency was for a response on a side key
following a response on the center key, which
is defined here as a switching response.
The changeover delay procedure was the

same as that often used in two-key conc VI VI
schedules of reinforcement (e.g., see Herrn-
stein, 1961). In the present experiment, a
changeover, that is the first response on a side
key after a response on the other side key,
started a 1-sec changeover delay. A subsequent
response on the same key was followed by
reinforcement, provided that the 1-sec change-
over delay had timed out and provided that
reinforcement was available for that particular
response class. Therefore, a response on one
of the two side keys could not be reinforced if
that response followed a response on the other
side key. The changeover-delay procedure pre-
vented the reinforcement of changeovers and
separated responses on one side key in the
presence of a given color from reinforcements
arranged for responses on the other side key in
the presence of the same color.
The delay procedure initiated by a switch-

ing response was the same as that used in the
kind of concurrent schedule developed by
Findley (1958). A switching response, that is a
peck on the center key, started a 1-sec delay. A
subsequent response on a side key was rein-
forced provided the I-sec switching delay had
timed out and provided reinforcement was
available for that particular response class.
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Notice that the first response on a side key
after a switching response could be reinforced.
This procedure separated switching responses

from reinforcements for side-key responses. It
also separated responses in the presence of one

color from reinforcements for responses in the
presence of the other color.
Experimental conditions. Table 1 provides

two types of information about the experi-
mental conditions: the probabilities of rein-
forcement for responses in the presence of red
keys and in the presence of green keys (col-
umns 3 and 4) and the probabilities of rein-
forcement for responses on the left key in the
presence of either red or green keys (columns
1 and 2). (Note that for a given bird in a given
condition, columns 1 and 2 sum to unity, and
columns 3 and 4 also sum to unity.) As shown
in Table 1, Condition 1 was the same for all
six birds; however, Conditions 2 through 8 for
Birds 1, 2, and 3 were different from Condi-
tions 2 through 8 for Birds 4, 5, and 6. The
purpose of having different sets of experi-
mental conditions for the two groups of birds
was simply to enable the completion of the
experiment in less time than if each bird had
experienced each condition.
The following is an example of how the

number of reinforcements for each response

class may be obtained from the probabilities
shown in Table 1. For Bird 1 in Condition 2,
the probability of reinforcement for responses
in the presence of red keys was 0.50 (see col-
umn 3). Therefore, 50 of the 100 reinforce-
ments were for responses on the left or right
keys in the presence of red keys and 50 of the
100 reinforcements were for responses on the
left or right keys in the presence of green keys.
When the keys were red, the probability of re-

inforcement for responses on the left key was

0.20 (see column 1) and the probability of rein-
forcement for responses on the right key was

1.00 minus 0.20, or 0.80. That is, when the
keys were red, 207% of the 50 reinforcements or

10 reinforcements, were assigned for responses
on the left key and 80% of the 50 reinforce-
ments, or 40 reinforcements, were assigned for
responses on the right key.
Table 1 shows that in any one condition,

either the probability of reinforcement for
responses in the presence of red keys was equal
to 0.50, or the probability of reinforcement
for responses on the left key in the presence of
either color was equal to 0.50. That is, either

columns 3 and 4 are 0.50, or columns 1 and 2
are 0.50.
Other contingencies. A brief blackout of

approximately 0.3 sec followed each response
and provided the pigeons with visual response
feedback. Also, the houselight and keylights
were darkened during reinforcement, which
consisted of 1.75-sec access to mixed grain.
Summary and discussion of procedure. At

any time, a subject could respond on the left
or right key and receive reinforcement ac-
cording to a concurrent schedule in which
interreinforcement intervals were arranged by
a single VI schedule and in which reinforce-
ments were arranged for responses on the left
and right keys in a pseudo-random fashion.
The sequence of reinforcements was restricted
so that the obtained relative frequency of re-
inforcement for a response class equalled the
corresponding programmed probability of re-
inforcement. At any time, a subject also could
respond on the center key and thereby arrange
a concurrent schedule of reinforcement in
which the probabilities of reinforcement on
the left and right keys were reversed. These
two complementary concurrent schedules were
signalled by different colors.
The method used here to arrange a two-key

concurrent schedule is different from the older,
traditional method. According to tradition, a
conc VI VI schedule is arranged by two sep-
arate VI schedules. Each runs until it assigns a
reinforcement, then it alone stops until that
reinforcement is collected. Such a schedule is
different in a number of ways from that used
here. First, the successive left-right positions of
reinforcement in a two-key concurrent sched-
ule are independent with the present method,
whereas there is no guaranteed independence
when two separate VI schedules are used (see
Moffitt and Shimp, 1971). Second, the relative
frequency of reinforcement for an alternative
is experimentally controlled with the present
method: unlike the usual arrangement, there
is no day-to-day variation in the obtained rel-
ative frequency of reinforcement. Third,
switching responses are essential with the pres-
ent method. That is, if an animal never
switched, it sooner or later would go into ex-
tinction. With the traditional method of ar-
ranging a concurrent schedule, switching is
encouraged because the probability of rein-
forcement increases on one alternative while
an organism responds on another, but switch-
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ing is not essential. Unfortunately, switching
behavior maintained by the traditional two-
key concurrent sclhedule remains largely un-
known, but switching has been described in
great detail for the method used in the pres-
ent experiment (Menlove, 1972).
The sclhedule used lhere is appropriately

called, by analogy with otlher schedules of re-
inforcement (Anger, 1954; Slhimp, 1973b), a
kind of syntlhetic conc VI VI sclhedule, i.e., a
schedule of reinforcement for concuirrent re-
sponding that duplicates some but not all of
the properties of a conc VI VI sclhedule, and
in which the relative frequency of reinforce-
ment for a response class is experimentally con-
trolled, rather than dependent upon belhavior.
Any of the differences between the two ways

of arranging a concurrent schedule might pro-
duce differences in behavior. However, avail-
able data suggest the two methods are equiv-
alent witlh regard to the relationship between
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the relative frequency of responding in a com-
ponent and such reinforcement parameters as:
the relative frequency of reinforcement in
that component (compare Herrnstein, 1961,
with Menlove, 1972, Experiment III in Shimp,
1966, and Stubbs and Pliskoff, 1969), and; the
relative immediacy of reinforcement in that
component (compare Chung and Herrnstein,
1967, witlh Herbert, 1970). Corresponding re-
lationships also hold for one-key concurrent
schedules arranged botlh ways (compare Stad-
don, 1968, witlh Slhimp, 1968 and Moffitt and
Shimp, 1971). Perlhaps the two metlhods pro-
duce the same relationslhips because the major
difference between them arises only when a
subject persists in responding to one alterna-
tive for a relatively long time; only then do the
two procedures differ dramatically. However,
subjects on both kinds of concurrent schedule
tend to switch relatively often, i.e., every few
seconds, so that the major difference between
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PROBABILITY OF REINFORCEMENT ON THE LEFT KEY WHEN

THE KEYS WERE A PARTICULAR COLOR
Fig. 1. Relative frequency of responses on the left key when the keys were a particular color plotted against the

probability of reinforcement for responses on the left key when the keys were that color. For example, the fre-
quency of responses on the left key when the keys were red divided by the total frequency of responses on the
left and right keys when the keys were red plotted against the frequency of reinforcement for responses on the
left key when the keys were red divided by the total frequency of reinforcement for responses on the left and
right keys when the keys were red. Each panel shows the data for an individual subject. Open circles represent
data obtained when the keys were red; dots represent data obtained when the keys were green. The diagonal line
in each panel represents the matching function.
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the methods may not come in contact with be-
havior. In any event, on the basis of available
data, one may tentatively assume that the re-
lationships obtained in the present experiment
between relative responding and relative re-
inforcement would be the same if the two-key
concurrent schedules were arranged by sep-
arate VI schedules.
The present procedure is equivalent to that

used by Shimp (1971) in terms of the extent to
which a subject had access to the four rein-
forced response classes. In the present experi-
ment, a subject had equal access to the two
response classes reinforced by the particular
concurrent schedule momentarily arranged for
the responses on the left and right keys, but
a subject could emit a response belonging to
one of the other two reinforced classes only by
first making an intermediate switching re-
sponse on the center key. In the schedule used
by Shimp (1971), there was a concurrent sched-
ule of reinforcement for two interresponse
times arranged on eaclh of two keys. The choice
of a key in that schedule was a choice of a con-
current schedule and was conceptually equiva-
lent to the switclhing response in the present
experiment. In particular, in the earlier exper-
iments, a subject at any time had equal access
to the two classes of responses (interresponse
times) reinforced on a particular key, i.e., the
next response could terminate either a shorter
or longer interresponse time on that key, but
the subject could terminate an interresponse
time belonging to one of the other two rein-
forced response classes only by making an in-
termediate switching response on the other
key. This switching response initiated an in-
terresponse time on the other key, which then
could terminate either during the class of
shorter or longer interresponse times on that
key. In short, in both Shimp (1971) and the
present experiment, a subject had to emit a
switclhing response, which was never itself re-
inforced, in order to pass from one concurrent
schedule to the other.
Both in Shimp (1971) and the present ex-

periment, preference for a concurrent schedule
was measured by the number of responses
maintained by that concurrent schedule di-
vided by the total number of responses main-
tained by both concurrent schedules. In the
previous experiment, this measure meant that
the total number of shorter and longer inter-
response times on one key was divided by the

total number of shorter and longer interre-
sponse times on both keys. Here, the total
number of responses on the left and right keys
when the keys were one color was divided by
the total number of responses on the left and
right keys when the keys were both colors. The
latter demoninator is simply the total number
of responses on the left and right keys. In both
Shimp (1971) and the present experiment,
what are here called switching responses were
not included in these computations measuring
preference between concurrent schedules.

RESULTS
Columns 5 to 8 in Table 1 show the fre-

quencies of each of the four response classes
averaged over the last three days of each con-
dition. All of the figures presented here are
based on the information in Table 1.

Figures 1 through 4 present data from the
conditions in which the probability of rein-
forcement for responses on the left key when
the keys were red was varied. Therefore, the
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PROBABILITY OF REINFORCEMENT ON THE

LEFT KEY WHEN THE KEYS WERE
A PARTICULAR COLOR

Fig. 2. Relative frequency of responses on the left
key when the keys were a particular color plotted
against the probability of reinforcement for responses
on the left key when the keys were that color. Circles
represent data averaged over Birds 1, 2, and 3; tri-
angles represent data averaged over Birds 4, 5, and 6.
Open forms indicate data obtained when the keys were
red; filled forms indicate data obtained when the keys
were green. The solid diagonal line represents the
matching function. The dashed line is a least-squares
best-fitting straight line. The parameters and standard
error of estinmate for the best-fitting line are given at
the top of the figure.
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PROBABILITY OF REINFORCEMENT ON THE LEFT KEY

WHEN THE KEYS WERE RED
Fig. 3. Relative frequency of responses on red side keys plotted against the probability of reinforcement for re-

sponses on the left key when the keys were red. That is, the frequency of responses on the left and right keys
when the keys were red divided by the total frequency of responses on the left and right keys plotted against the
frequency of reinforcements for responses on the left key when the keys were red divided by the total frequency
of reinforcements for responses on the left and right keys when the keys were red. Each panel shows the data for an
individual subject. The horizontal line in each panel represents the matching function between relative frequency
of responses on red side keys and probability of reinforcement for responses on red side keys.

probability of reinforcement for responses on

the left key when the keys were green also was

varied because it was complementary to the
probability of reinforcement for responses on
the left key when the keys were red. In each of
these conditions, half of the reinforcements
were for responses in the presence of red keys
and half were for responses in the presence of
green keys. In short, Figures I to 4 present
data from conditions for which columns 1 and
2 in Table 1 are 0.50.

Figures 1 and 2 show the relative frequency
of responses on the left key when the keys were

red as a function of the probability of rein-
forcement for responses on the left key when
the keys were red (open circles). They also
show the relative frequency of responses on

the left key when the keys were green as a

function of the probability of reinforcement
for responses on the left key when the keys
were green (filled circles). The relative fre-

quency of responses on the left key when the
keys were a particular color was computed by
dividing the number of responses on the left
key when the keys were that color by the total
number of responses on either the left or right
key when the keys were that color. The solid
lines in Figures 1 and 2 represent the matching
function and the dashed line in Figure 2 is
the least-squares best-fitting straight line. Fig-
ure 1 shows the individual data and Figure 2
shows the averaged data for Birds 1, 2, and 3,
and for Birds 4, 5, and 6. (It will be recalled
that these two sets of birds experienced differ-
ent experimental conditions.)

Figure 1 shows that the individual data
points tended to cluster near the matching-
line: of the 60 points, almost one half are
within 0.05 of the matching-line, over two
thirds are within 0.10, and nearly all are
within 0.20. However, Figure 1 also shows a

slight but systematic deviation from the match-
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ing-line: for all but Bird 1, the empirical
points corresponding to values below 0.50 on
the X-axis tended to be somewhat too high
and the points corresponding to values above
0.50 on the X-axis tended to be somewhat too
low. In short, the data points tended slightly
to undershoot the matching-line. This System-
atic undershooting can be seen clearly in the
averaged data shown in Figure 2. However,
the absolute deviations from matching typi-
cally are small in botlh Figure 1 and Figure 2
and so the data can be roughly summarized as

follows: the relative frequency of responses on

the left key in the presence of a color ap-

proximately equalled the probability of rein-
forcement for responses on the left key in the
presence of that color, when half of the rein-
forcements were arranged for responses in the
presence of each color.

Figures 3 and 4 show the relative frequency
of responses on red side keys as a function of
the probability of reinforcement for responses
on the left key when the keys were red. The
dependent variable in Figures 3 and 4 was

computed by dividing the total number of re-

sponses on the left and right keys when the
keys were red by the total number of responses
on the left and right keys when the keys were
red and when the keys were green. Figures 3
and 4 reveal a relationship approximating the
matching relationship. That is, a subject re-

sponded on red and green side keys approxi-
mately equally often over the conditions in
which reinforcements were arranged equally
often for responses on red and green keys. This
relationship did not depend on the way in
which reinforcements were distributed be-
tween the left and right keys when the keys
were a particular color.

Figures 5 to 8 represent data from the con-

ditions in which the proportion of reinforce-
ments arranged for responses in the presence
of a particular color was varied but the prob-
ability of reinforcement for responses on the
left key when the keys were a particular color
was 0.50. That is, Figures 5 to 8 present data
from conditions for which columns 3 and 4
in Table 1 was 0.50.

Figures 5 and 6 show the relative frequency
of responses on red side keys as a function of
the probability of reinforcement for responses

on red side keys. The relative frequency of re-

sponses on red side keys was computed the
same way as in Figures 3 and 4. The individual

data points in Figure 5 cluster near the match-
ing-line, and the best-fitting straiglht line in
Figure 6 also falls close to the matching-line.
Thus, the relative frequency of all responses
that were in the presence of red keys approxi-
mately equalled the relative frequency of all
reinforcements that were delivered for re-
sponses in the presence of red keys.

Figures 7 and 8 slhow the relative frequency
of responses on the left key wlhen the keys were
a particular color as a function of the propor-
tion of reinforcements that were delivered for
responses in the presence of that color. The
relative frequency of responses on the left key
when the keys were a particular color was com-

puted in the same way as in Figures 1 and 2.
It will be recalled that over the conditions for
which data appear in Figures 7 and 8, the
probability of reinforcement on the left key
when the keys were a particular color was 0.50.
Figure 7 reveals a tendency for individual data
points to fall near the lhorizontal matching-
line at 0.50. The deviations from this line were
greatest for Birds 1, 4, and 5, btut even for these
birds, the matching-line is about as good a
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Fig. 4. Relative frequency of responses on red side
keys plotted against the probability of reinforcement
for responses on the left key when the keys were red.
Circles represent data averaged over Birds 1, 2, and 3;
triangles represent data averaged over Birds 4, 5, and
6. The solid horizontal line represents the mnatching
function betwveen relative frequency of responses on

red side keys and probability of reinforcement for re-

sponses on red side keys. The dashed line is a least-
squares best-fitting straight line. The paramneters and
standard error of estimate for the best-fitting line are

given at the top of the figure.
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Fig. 5. Relative frequency of responses on red side keys plotted against the probability of reinforcement for re-
sponses on red side keys. That is, the frequency of responses on the left and right keys when the keys were red di-
vided by the total frequency of responses on the left and right keys plotted against the frequency of reinforcements
for responses on the left and right keys when the keys were red divided by the total frequency of reinforcements
for responses on the left and right keys. Each panel shows the data for an individual subject. The diagonal line
in each panel represents the iiiatching function.

summary of the data as any straight line could
be. Figure 8 shows that the averaged data were
described quite well by a best-fitting straight
line that approximated the matching-line.
Thus, Figures 7 and 8 reveal that a subject re-
sponded approximately equally often on the
left and right keys in the presence of a color
over the conditions in which reinforcements
were arranged equally often for responses on
the left and right keys in the presence of that
color. This relationship did not depend on the
proportion of reinforcements delivered for re-
sponses in the presence of a particular color.
The frequency of the switching response,

i.e., responses on the center key, are not re-
ported hlere, as they did not seem to depend in
any orderly way on the various reinforcement
probabilities manipulated here.

DISCUSSION
Two questions were asked regarding the

present results. First, does choice between two
two-key concurrent schedules conform to the

matching relationship, as does choice between
alternatives within a single two-key concurrent
schedule? Second, does choice between alterna-
tives within a single two-key concurrent sched-
ule conform to the matching relationship, as
it would if there were no second two-key con-
current schedule? These questions are the an-
alogues of two questions asked by Shimp (1971)
wlho, as noted above, found that the answer to
each was affirmative within the context of a
two-key schedule in whiclh there was a one-key
concurrent schedule of reinforcement for two
interresponse times arranged on each key.

First, consider choice between concurrent
schedules. Figures 5 and 6 showed that the
proportion of all responses that were in the
presence of a particular color closely approxi-
mated the proportion of all reinforcements
that were delivered for responses in the pres-
ence of that color. There was a one-to-one cor-
respondence between colors and two-key conc
VI VI schedules, so that this matching relation-
ship describing preference between colors also
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describes preference between concurrent sched-
ules. Thus, choice between concurrent sched-
ules conformed to the same matching relation-
ship as does choice between components in a
concurrent sclhedule. This result corresponds
to that obtained previously by Slhimp (1971),
where the proportion of all responses that were
maintained by one conc VI VI schedule (for
two interresponse times) approximately
equalled the proportion of all reinforcements
that were obtained by responses maintained
by that concurrent sclhedule.

Figures 3 and 4 in the present paper show
that this matching relationship describing
preference between concurrent sclhedules did
not depend on the way in whlich responses and
reinforcements were distributed between the
left and right keys in either two-key concurrent
schedule. The corresponding result was ob-
tained by Shimp (1971), who found that the
matching relationship describing preference
between one-key concurrent schedules of rein-
forcement for two interresponse times did not
depend on the way in whiclh responses and
reinforcements were distributed between the
shorter and the longer interresponse times in
either one-key concurrent sclhedule. However,
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Fig. 6. Relative frequency of responses on red side
keys plotted against the probability of reinforcement
for responses on red side keys. Circles represent data
averaged over Birds 1, 2, and 3; triangles represent
data averaged over Birds 4, 5, and 6. The solid diagonal
line represents the matching function. The dashed
line is a least-squares best-fitting straight line. The
parameters and standard error of estimate for the best-
fitting line are given at the top of the figure.

note that Figures 3 and 4 in the present experi-
ment, and the corresponding figures in Shimp
(1971), show this independence only for a
value of 0.5 on the y-axis. The generality of
this independence for other values is un-
known.
Now consider the second question, that deal-

ing with choice between the two alternatives
in a two-key concurrent schedule. The present
Figures 1 and 2 slhow that the relative fre-
quency of responses on a key in the presence of
a particular color approximately equalled the
probability of reinforcement for responses on
that key in the presence of that color. Thus,
choice between alternatives in a two-key con-
current schedule was approximately the same
here as it would have been had there been no
second two-key concurrent schedule. The small
but systematic deviation from matching in
Figures 1 and 2 may be attributable to the fact
that the two-key concurrent sclhedules cor-
responding to red and green were complemen-
tary. Any generalization of response tenden-
cies, for whatever reason, from one concurrent
schedule to the other might therefore have
tended to produce the slight undershooting
obtained here. In the previous experiment by
Shimp (1971), the two concurrent schedules
were the same, not complementary, and no
undershooting was obtained there. In this
earlier experiment, the relative frequency of
occurrence of an interresponse time in a one-
key concurrent schedule of reinforcement for
two interresponse times depended on the cor-
responding probability of reinforcement in the
same way as it would have had there been no
second one-key concurrent schedule of rein-
forcement for two interresponse times.

Figures 7 and 8 in the present paper show
that the matching relationship describing pref-
erence between alternatives in a two-key con-
current schedule did not depend on the way in
which responses and reinforcements were dis-
tributed between the two two-key concurrent
schedules. The corresponding result was ob-
tained by Shimp (1971). Notice that this result,
like the one in Figures 3 and 4, was obtained
only for a y-axis value of 0.5, and may not hold
for other values.
The present results, when compared to those

obtained by Slhimp (1971), provide evidence
for a certain degree of equivalence between
choices and interresponse times. In both exper-
iments, a complex concurrent schedule of re-
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Fig. 7. Relative frequency of responses on the left key when the keys were a particular color plotted against
the probability of reinforcement for responses on the left and right keys when the keys were that color. For ex-

ample, the frequency of responses on the left key when the keys were red divided by the total frequency of re-

sponses on the left and right keys when the keys were red plotted against the frequency of reinforcement for re-

sponses on the left and right keys when the keys were red divided by the total frequency of reinforcements for re-

sponses on the left and right keys. Each panel shows the data for an individual subject. Open circles represent data
obtained when the keys were red; dots represent data obtained when the keys were green. The horizontal line in
each panel represents the matching function between relative frequency of responses on the left key when the keys
were a particular color and probability of reinforcement for responses on the left key when the keys were that
color.

inforcement was studied. Each component
of the concurrent schedule in both experi-
ments was itself a concurrent schedule. In the
previous experiment, the alternatives within
a component concurrent schedule were shorter
or longer interresponse times on a single key,
and in the present experiment the alternatives
were choices between left or right keys. In
both instances, preference between concurrent
schedules conformed to a matching relation-
slhip and behavior in a concurrent schedule
was, in certain limited ways described in detail
above, independent of the presence of a sec-

ond concurrent schedule. This specific func-
tional equivalence between one-key concurrent
schedules for interresponse times and two-key
concurrent schedules for choices is in addition
to several other specific ways in which choices
and interresponse times are equivalent. For
example, it is known that in a one-key conc

VI VI schedule for two interresponse times, the
relative frequency of occurrence of an interre-
sponse time approximately equals the relative
reciprocal of its length, so long as the two in-
terresponse times are reinforced equally often
and the overall density of reinforcement is
sufficiently high (Shimp, 1969, 1970). This
matching relationship is precisely the same as

that which describes the relation between
choice behavior and delays of reinforcement
in two-key conc VI VI schedules (Chung and
Herrnstein, 1967; Herbert, 1970). Further-
more, Moffitt and Shimp (1971) found that the
way in which the relative frequency of an in-
terresponse time depends on the corresponding
relative frequency of reinforcement is the
same, regardless of whether each interresponse
time is arranged on a separate key, or both
interresponse times are arranged on a single
key.

.6 .8 1.0
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Fig. 8. Relative frequency of responses on the left

keey when the keys were a particular color plotted
against the probability of reinforcement for responses
on the left and right keys when the keys were that
color. Circles represent data averaged over Birds 1, 2,
and 3; triangles represent data averaged over Birds 4,
5, and 6. Open forms represent data obtained when the
keys were red; filled forms represent data obtained
when the keys were green. The solid horizontal line
represents the matching function between relative fre-
quency of responses on the left key when the keys
were a particular color and probability of reinforce-
ment for responses on the left key when the keys were
that color. The dashed line is a least-squares best-fit-
ting straight line. The parameters and standard error
of estimate for the best-fitting line are given at the
top of the figure.

A complex concurrent schedule in which
the components are themselves concurrent
schedules is only one of many possible kinds
of complex concurrent schedules that could be
devised. Indeed, it already is known that the
matching relationship applies to choice behav-
ior in a concurrent schedule, one component
of which is a VI schedule and the other com-
ponent of whichl is a multiple VI VI schedule
(Pliskoff, Shull, and Gollub, 1968). The full
extent to which multiple and concurrent
schedules may be combined while preserving
relationships such as matching remains for
future researchl to determine.
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