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BASIC STATISTICS FOR CLINICIANS:
2. INTERPRETING STUDY RESULTS:
CONFIDENCE INTERVALS
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Abstract e Résumé

In the second of four articles, the authors discuss the “estima-
tion" approach to interpreting study results. Whereas, in hy-
pothesis testing, study results lead the reader to reject or ac-
cept a null hypothesis, in estimation the reader can assess
whether a result is strong or weak, definitive or not. A confi-
dence interval, based on the observed result and the size of
the sample, is calculated. It provides a range of probabilities
within which the true probability would lie 95% or 90% of
the time, depending on the precision desired. It also provides
a way of determining whether the sample is large enough to
make the trial definitive. If the lower boundary of a confi-
dence interval is above the threshold considered clinically
significant, then the trial is positive and definitive; if the
lower boundary is somewhat below the threshold, the trial is
positive, but studies with larger samples are needed. Simi-
larly, if the upper boundary of a confidence interval is below
the threshold considered significant, the trial is negative and
definitive. However, a negative result with a confidence in-
terval that crosses the threshold means that trials with larger
samples are needed to make a definitive determination of
clinical importance.

I n our first article in this series we explained hypothesis test-
ing, which involves estimating the likelihood that observed
results of an experiment would have occurred by chance if a
null hypothesis — that there was no difference between the
effects of a treatment and a control condition — were true.
The limitations of hypothesis testing have been increasingly
recognized, and an alternative approach, called estimation, is
becoming more popular. Several authors™ have outlined the
concepts that we will introduce in this article, and their dis-
cussions may be read to supplement our explanation.

Dans le deuxieme article d'une série de quatre, les auteurs dis-
cutent de la fagon «estimative» d'interpréter les résultats des
études. Méme si, dans un test d'hypothese, les résultats de
I'étude menent le lecteur a rejeter ou a accepter une hypothese
nulle, dans une estimation, le lecteur peut évaluer si un résultat
est fort ou faible, concluant ou non. On calcule un intervalle
de confiance d'apres les résultats observés et la taille de
I'échantillon. Cet intervalle fournit une gamme de probabilités
qui comprendrait la probabilité réelle dans 95 % ou 90 % du
temps, selon le degré de précision désiré. Il fournit également
une fagon de déterminer si la taille de I'échantillon est assez
grande pour que l'essai soit concluant. Si la limite inférieure
d'un intervalle de confiance se situe au-dessus du seuil consi-
déré comme significatif du point de vue clinique, l'essai est
alors positif et concluant; si la limite inférieure se trouve
quelque peu en-dessous du seuil, l'essai est positif, mais il faut
effectuer d'autres études avec des échantillons de plus grande
taille. De méme, si la limite supérieure d'un intervalle de confi-
ance se trouve au-dessous du seuil considéré comme signifi-
catif, l'essai est négatif et concluant. Toutefois, un résultat né-
gatif obtenu avec un intervalle de confiance dont les valeurs
recoupent le seuil signifie qu'il faut procéder a d'autres essais
avec des échantillons de taille plus grande pour obtenir une
détermination définitive ayant une importance clinique.

An example from our first article illustrates the limita-
tions of the hypothesis-testing approach. In the results of
this trial, the decision to reject the null hypothesis rests on
the analysis one prefers.

INTERPRETING STUDY RESULTS:
HoOwW SHOULD WE TREAT HEART FAILURE?

In a double-blind randomized trial, treatment with
enalapril was compared with therapy with a combination of
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hydralazine and nitrates in 804 men with congestive heart
failure ¢ During the period patients were followed up, from 6
months to 5.7 years, 33% (132/403) of the patients assigned
to enalapril died, as did 38% (153/401) of those assigned to
hydralazine and nitrates. The p value associated with the
difference in mortality, determined by a % test, was 0.11.

If one considered this study an exercise in hypothesis
testing and adopted the usual threshold for Type I error of
p = 0.05, one would conclude that chance is an adequate
explanation for the study results. One would classify this as
a "negative” study, i.e., a study showing no important differ-
ence between treatment and control groups. However, the
investigators also used their data to conduct a “survival
analysis,” which is generally more sensitive than a test of
the difference in proportions. The p value for mortality ob-
tained from the survival analysis was 0.08, a result that
leads to the same conclusion as the simpler %? test. How-
ever, the authors also reported that the p value associated
with differences in mortality after 2 years (“a point prede-
termined to be a major end point of the trial”) was 0.016.

The reader could be excused for experiencing a little
confusion. Do these results mean that this is a “positive”
study supporting the use of an angiotensin-converting-
enzyme (ACE) inhibitor (enalapril) rather than the combi-
nation of hydralazine and nitrates or a "negative” study
leaving open the choice of drug treatments?

SOLVING THE PROBLEM:
CONFIDENCE INTERVALS

How can the limitations of hypothesis testing be reme-
died and the confusion resolved? The solution is found in
an alternative approach that does not determine the com-
patibility of the results with the null hypothesis. This ap-
proach poses two questions: What is the single value most
likely to represent the true difference between the treat-
ment and control groups? and, given the observed differ-
ence between treatment and control groups, What is the
plausible range of differences within which the true differ-
ence may lie> The second question can be answered with
the use of confidence intervals. Before applying confidence
intervals to resolve the issue of the benefits of enalapril ver-
sus those of hydralazine and nitrates, we will illustrate the
use of confidence intervals with a coin-toss experiment sim-
ilar to the one we conducted in the first article.

Suppose that we have a coin that may or may not be bi-
ased. That is, the true probability of heads on any toss of
the coin may be 0.5, but it may also be as high as 1.0 in
favour of heads (every toss will yield heads) or in favour of
tails (every toss will yield tails). We conduct an experiment
to determine the true nature of the coin.

We begin by tossing the coin twice, and we observe one
head and one tail. At this point, our best estimate of the
probability of heads on any given coin toss is the value we
have obtained (known as the “point estimate”), which is 0.5
in this case. But what is the plausible range within which

the true probability of finding a head on any individual
coin toss may lie? This range is very wide, and on the basis
of this experiment most people would think that the proba-
bility may be as high or higher than 0.9, or as low or lower
than 0.1. In other words, if the true probability of heads on
any given coin toss is 0.9, it would not be surprising if, in
any sample of two coin tosses, one were heads and one
tails. So, after two coin tosses we are not much further
ahead in determining the true nature of the coin.

We proceed with another eight coin tosses; after a total
of 10, we have observed five heads and five tails. Our best es-
timate of the true probability of heads on any given coin toss
remains 0.5, the point estimate. The range within which the
true probability of heads may plausibly lie has, however, nar-
rowed. It is no longer plausible that the true probability of
heads is as great as 0.9; with such a high probability, it would
be very unlikely that one would observe 5 tails in a sample of
10 coin tosses. People's sense of the range of plausible proba-
bilities may differ, but most would agree that a probability
greater than 0.8 or less than 0.2 is very unlikely.

On the basis of 10 coin tosses, it is clear that values be-
tween 0.2 and 0.8 are not all equally plausible. The most
likely value of the true probability is the point estimate,
0.5, but probabilities close to that point estimate (0.4 or
0.6, for instance) are also likely. The further the value from
the point estimate, the less likely it represents the truth.

Ten tosses have still left us with considerable uncer-
tainty about our coin, and so we conduct another 40 repeti-
tions. After 50 coin tosses, we have observed 25 heads and
25 tails, and our point estimate remains 0.5. We now be-
lieve that the coin is very unlikely to be extremely biased,
and our estimate of the range of probabilities that is reason-
ably consistent with 25 heads in 50 coin tosses is 0.35 to
0.65. This is still a wide range, and we may persist with an-
other 50 repetitions. If after 100 tosses we had observed 50
heads we might guess that the true probability is unlikely to
be more extreme than 0.40 or 0.60. If we were willing to
endure the tedium of 1000 coin tosses, and we observed
500 heads, we would be very confident (but still not cer-
tain) that our coin is minimally, if at all, biased.

In this experiment we have used common sense to gener-
ate confidence intervals around an observed proportion (0.5).
In each case, the confidence interval represents the range
within which the truth plausibly lies. The smaller the sample,
the wider the confidence interval. As the sample becomes
larger, we are increasingly certain that the truth is not far from
the point estimate we have observed from our experiment.

Since people's “common-sense” estimate of the plausible
range differs considerably, we can turn to statistical tech-
niques for precise estimation of confidence intervals. To
use these techniques we must be more specific about what
we mean by “plausible.” In our coin toss example we could
ask What is the range of probabilities within which, 95% of
the time, the true probability would lie? The actual 95%
confidence intervals around the observed proportion of 0.5
for our coin toss experiment are given in Table 1. If we do
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not need to be so certain, we could ask about the range
within which the true value would lie 90% of the time. This
90% confidence interval, also presented in Table 1, is
somewhat narrower.

The coin toss example also illustrates how the confi-
dence interval tells us whether the sample is large enough
to answer the research question. If you wanted to be rea-
sonably sure that any bias in the coin is no greater than
10% (that is, the confidence interval is within 10% of the
point estimate) you would need approximately 100 coin
tosses. If you needed greater precision — with 3% of the
point estimate — 1000 coin tosses would be required. To
obtain greater precision all you must do is make more mea-
surements. In clinical research, this involves enrolling more
subjects or increasing the number of measurements in each
subject enrolled. (But take care: increasing precision by en-
larging the sample or increasing the number of measure-
ments does not compensate for poor study design.”)

USING CONFIDENCE INTERVALS
TO INTERPRET STUDY RESULTS

How can confidence intervals help us interpret the re-
sults of the trial to determine different effects of vasodila-
tors in the treatment of heart failure? In the ACE-inhibitor
arm of the trial 33% of the patients died, and in the group
assigned to hydralazine and nitrates 38% died, yielding an

absolute difference of 5%. This difference is the point esti- -

mate, our best single estimate of the benefit in lives saved
from the use of an ACE inhibitor. The 95% confidence in-
terval around this difference is —1.2% to 12%.

How can we now interpret the study results? The most
likely value for the difference in mortality between the two
vasodilator regimens is 5%, but the true difference may be
up to 1.2% in favour of hydralazine and nitrates or up to
12% in favour of the ACE inhibitor. Values farther from
5% are less and less probable. We can conclude that pa-
tients offered ACE inhibitors most likely (but not certainly)
will die later than patients offered hydralazine and nitrates;
however, the magnitude of the difference in expected sur-
vival may be trivial or large. This way of understanding the
results avoids the Yes—No dichotomy that results from hy-
pothesis testing, the expenditure of time and energy to

evaluate the legitimacy of the authors' end point of mortal-
ity after 2 years, and consideration of whether the study is
“positive” or “negative” on the basis of the results. One can
conclude that, all else being equal, an ACE inhibitor is the
appropriate choice for patients with heart failure, but that
the strength of this inference is weak. The toxic effects and
cost of the drugs, and evidence from other studies, would
all bear on the treatment decision. Since several large ran-
domized trials have now shown that a benefit is gained
from the use of ACE inhibitors in patients with heart fail-
ure,'*"" one can confidently recommend this class of agents
as the treatment of choice.

INTERPRETING TRIALS
THAT APPEAR TO BE “NEGATIVE’

In another example of the use of confidence intervals in
interpreting study results, Sackett and associates" examined
results from the Swedish Co-operative Stroke Study, a trial
designed to determine whether patients with cerebral in-
farcts would have fewer subsequent strokes if they took
acetylsalicylic acid (ASA).” The investigators gave place-
bos to 252 patients in the control group, of whom 7% (18)
had a subsequent nonfatal stroke, and ASA to 253 patients
in the experimental group, of whom 9% (23) had a nonfatal
stroke. The point estimate was therefore a 2% increase in
strokes with ASA prophylaxis. The results certainly did not
favour the use of ASA for prevention of stroke.

The results of this large trial, involving more than 500
patients, may appear to exclude any possible benefit from
ASA. However, the 95% confidence interval around the
point estimate of 2% in favour of placebo is from 7% in
favour of placebo to 3% in favour of ASA. If, in fact, 3% of
patients who had strokes would have been spared if they
had taken ASA, one would certainly want to administer the
drug. By treating 33 patients, one stroke could be pre-
vented. Thus, one can conclude that the Swedish study did
not exclude a clinically important benefit and, in that sense,
did not have a large enough sample.

As this example emphasizes, many subjects are needed
in order to generate precise estimates of treatment effects;
this is why clinicians are turning more and more to rigorous
meta-analyses that pool data from the most valid studies.™

95% 90%

Number of confidence confidence

coin tosses Observed result interval interval
2 1 head, 1 tail 0.01-0.99 0.03-0.98
10 5 heads, 5 tails 0.19-0.81 0.22-0.78
50 25 heads, 25 tails 0.36-0.65 0.38-0.62
100 50 heads, 50 tails 0.40-0.60 0.41-0.59
1000 500 heads, 500 tails 0.47-0.53 0.47-0.53
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In the case of ASA prophylaxis for recurrent stroke, such a
meta-analysis showed that antiplatelet agents given to pa-
tients with a previous transient ischemic attack (TIA) or
stroke reduced the risk of a subsequent TIA or stroke by
approximately 25% (confidence interval approximately
19% to 31%). This benefit is great enough that most clini-
cians will want to treat such patients with ASA."

This example also illustrates that, when one sees results
of an apparently "negative” trial (one that, in a hypothesis-
testing framework, would fail to exclude the null hypothe-
sis), one should pay particular attention to the upper end of
the confidence interval, that is, the end that suggests the
largest benefit from treatment. If even the smallest benefit
of clinical importance lies above the upper boundary of the
confidence interval, the trial is definitively negative. In con-
trast, if clinically important benefits fall within the confi-
dence interval, the trial has not ruled out the possibility
that the treatment is worth while.

INTERPRETING TRIALS
THAT APPEAR TO BE “POSITIVE’

How can confidence intervals provide information about
the results of a “positive” trial — results that, in the previous
hypothesis-testing framework, would be definitive enough to
exclude chance as the explanation for differences between
results of treatments? In another double-blind randomized
trial of treatments for heart failure, the effect of enalapril was
compared with that of a placebo."" Of 1285 patients ran-
domly assigned to receive the ACE inhibitor, 48% (613)
died or were admitted to hospital for worsening heart failure,
whereas 57% (736/1284) of patients who received placebo
died or required hospital care. The point estimate of the dif-
ference in death or hospital admission for heart failure was
10%, and the 95% confidence interval was 6% to 14%.
Thus, the smallest true effect of the ACE inhibitor that is
compatible with the data is a 6% (or about 1 in 17) reduction
in the number of patients with these adverse outcomes. If it is
considered worth while to treat 17 patients in order to pre-
vent one death or heart failure, this trial is definitive. If, be-
fore using a drug, you require a reduction of more than 6%
in the proportion of patients who are spared death or heart
failure, a larger trial (with a correspondingly narrower confi-
dence interval) would be required.

WAS THE TRIAL LARGE ENOUGH?

Confidence intervals provide a way of answering the ques-
tion Was the trial large enough? We illustrate this approach
in Fig. 1. Each of the distribution curves represents the results
of one hypothetical randomized trial of an experimental treat-
ment to reduce mortality (trials A, B, C and D). The vertical
line at 0% represents a risk reduction of 0: a result at this value
means that mortality in the experimental and control groups
is exactly the same. Values to the right of the vertical line rep-
resent results in which the experimental group had a lower
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mortality than the control group; to the left of the vertical
line, results in which the experimental group fared worse,
with a higher mortality than the control group.

The highest point of each distribution represents the re-
sult actually observed (the point estimate). In trials A and B
the investigators observed that mortality was 5% lower in
the experimental group than in the control group. In trials
C and D they observed that mortality was 1% higher in the
experimental group than in the control group. :

The distributions of the likelihood of possible true re-
sults of each trial are based on the point estimate and the
size of the sample. The point estimate is the single value
that is most likely to represent the true effect. As you can
see, values farther from the results observed are less likely
than values closer to the point estimate to represent the
true difference in mortality.

Now, suppose we assume that an absolute reduction in
mortality of greater than 1% means that treatment is war-
ranted (that is, such a result is clinically important), and a re-
duction of less than 1% means that treatment is not war-
ranted (that is, the result is trivial). For example, if the
experimental treatment results in a true reduction in mortal-
ity from 5% to 4% or less, we would want to use the treat-
ment. If, on the other hand, the true reduction in mortality
was from 5% to 4.5%, we would consider the benefit of the
experimental treatment not to be worth the associated toxic
effects and cost. What are the implications of this decision
for the interpretation of the results of the four studies?

In trial A the entire distribution and, hence, the entire
95% confidence interval lies above the threshold risk re-
duction of 1%. We can therefore be confident that the true
treatment effect is above our threshold, and we have a de-
finitive “positive” trial. That is, we can be very confident
that the true reduction in risk is greater — probably appre-
ciably greater — than 1%; this leaves little doubt that we
should administer the treatment to our patients. The sam-
ple size in this trial was adequate to show that the treat-
ment provides a clinically important benefit.

Trial B has the same point estimate of treatment effect as
trial A (5%) and is also “positive” (p < 0.05). In a hypothesis

Trial A
Trial C

Trial 0

<

r T T T T T T T T T
-5 -3 14 0 1 3 5

% difference in mortality between
experimental and control groups

Fig. 1: Distributions of the likelihood of the true results of four trials (A,
B, C and D). Trial A is a definitive and trial B a nondefinitive positive
trial. Trial C is a definitive and trial D a nondefinitive negative trial.




test, the null hypothesis would be rejected. However, more
than 2.5% of the distribution is to the left of the 1%
threshold. In other words, the 95% confidence interval in-
cludes values less than 1%. This means that the data are
consistent with an absolute risk reduction of less than 1%,
so we are left with some doubt that the treatment effect is
really greater than our threshold. This trial is still “positive,”
but its results are not definitive. The sample in this trial was
inadequate to establish definitively the appropriateness of
administering the experimental treatment.

Trial C is "negative”; its results would not lead to the re-
jection of the null hypothesis in a hypothesis test. The in-
vestigators observed mortality 1% higher in the treatment
than in the control group. The entire distribution and,
therefore, the 95% confidence interval lie to the left of our
1% threshold. Because the upper limit of the distribution is
1%, we can be very confident that, if there is a positive ef-
fect, it is trivial. The trial has excluded any clinically impor-
tant benefit of treatment, and it can be considered defini-
tive. We can therefore decide against the use of the
experimental treatment, at least for this type of patient.

The result of trial D shows the same difference in ab-
solute risk as that of trial C: mortality 1% higher in the ex-
perimental than in the control group. However, trial D had
a smaller sample and, as a result, a much wider distribution
and confidence interval. Since an appreciable portion of
the confidence interval lies to the right of our 1% thresh-
old, it is plausible (although unlikely) that the true effect of
the experimental treatment is a reduction in mortality of
greater than 1%. Although we would refrain from using this
treatment (indeed, the most likely conclusion is that it kills
people), we cannot completely dismiss it. Trial D was not
definitive, and a trial involving more patients is required to
exclude a clinically important treatment effect.

CONCLUSIONS

We can restate our interpretation of confidence intervals
as follows. In a “positive” trial — one that establishes that
the effect of treatment is greater than zero — look at the
lower boundary of the confidence interval to determine
whether the size of the sample is adequate. The lower
boundary represents the smallest plausible treatment effect
compatible with the data. If it is greater than the smallest
difference that is clinically important, the sample size is ad-
equate and the trial definitive. However, if it is less than
this smallest important difference, the trial is not definitive
and further trials are required. In a “negative” trial — the re-
sults of which do not exclude the possibility that the treat-
ment has no effect — look at the upper boundary of the
confidence interval to determine whether the size of the
sample is adequate. If the upper boundary — the largest
treatment effect compatible with the data — is less than
the smallest difference that is clinically important, the size
of the sample is adequate, and the trial is definitively nega-
tive. If the upper boundary exceeds the smallest difference

considered important, there may be an important positive
treatment effect, the trial is not definitive, and further trials
are required.

In this discussion we have examined absolute differences
in proportions of patients who died while receiving two

different treatments. In the next article in this series, we will

explain how to interpret other ways investigators present
treatment effects, including odds ratios and relative risk.
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