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The relative lengths of two concurrently reinforced interresponse times were varied in an
experiment in which three pigeons obtained food by pecking on a single key. Visual dis-
criminative stimuli accompanied the two time intervals in which reinforcements were sched-
uled according to a one-minute variable-interval. The steady-state relative frequency of
an interresponse time approximately equalled the complement of its relative length, that is, its
relative harmonic length. Thus, lengths of interresponse times and delays of reinforcement
have the same effect on the relative frequencies of interresponse times and choices in one-
key and two-key concurrent variable-interval schedules, respectively. A second experiment
generalized further the functional equivalence between the effects of these one-key and two-
key concurrent schedules by revealing that the usual matching-to-relative-immediacy in two-
key concurrent schedules is undisturbed if reinforcement depends upon the occurrence of
a response at the end of the delay interval, as it does in the one-key schedules. The results of
both experiments are consistent with a quantitative theory of concurrent operant behavior.

A recent experiment demonstrated a func-
tional similarity between delay of reinforce-
ment and interresponse-time (IRT) length
(Shimp, 1968). Specifically, for one pair of
concurrently reinforced IRTs (2 sec and 4
sec), the relative frequency of the 2-sec IRT
equalled 0.699 and therefore approximately
equalled the complement of its relative length,
i.e., 1 - [2/ (2 + 4) ] = 0.667. Such an equality
would be predicted if the length of an IRT
had the same effect on its relative frequency,
in one-key concurrent variable-interval sched-
ules, as the length of a reinforcement delay for
one of several choices has on its relative fre-
quency in two-key concurrent variable-interval
schedules (Chung and Herrnstein, 1967).
The generality of this functional similarity

could not be fully assessed in the previous
study because only one pair of concurrent
IRTs was used. The present study was de-
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signed to explore the generality of this simi-
larity between the effects of reinforcement de-
lays and IRT lengths. We asked if the above
approximate equality was merely a coinci-
dence, true only at 0.667, or if it was actually
one point on a matching function such as the
one obtained by Chung and Herrnstein. In
other words, does an interresponse time x-sec
long have the properties of an x-sec delay
of reinforcement?

EXPERIMENT I

METHOD

Subjects
Three experimentally naive male homing

pigeons served..

Apparatus
The right key in a Lehigh Valley Elec-

tronics two-key pigeon chamber was used.
Standard commercial apparatus was used to
schedule reinforcing contingencies and visual
stimuli. Interresponse times were recorded on
electromechanical counters and on a digital
printer (Lehigh Valley Electronics #16609).

Procedure
The procedure was closely similar to that

of the previous study. In particular, two dis-
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criminated IRTs were concurrently rein-
forced, and the relative frequency of rein-
forcement (vr) was experimentally controlled.
Previously, the lengths of the two IRTs were
fixed; here, their lengths were varied over
the experimental conditions.

Stimuli
Figure 1 shows the sequence of stimuli that

transilluminated the response key. The two
stimuli were the colors red and green. The
key was darkened between the two stimuli to
help reduce the frequency of responses when
the red or green stimuli were not present.
The key was lighted after the second stimulus
to prevent the pigeon from roosting, which
could have happened because there was no
houselight. As can be seen in Table 1, red
was the first color in some conditions and
green was first in others. As explained below,
the various time intervals, i.e., between stimuli
and durations of red and green, were varied
over conditions. The key was dark during
reinforcement, after which the sequence of
stimuli started over as in Fig. 1.

Reinforcing Contingencies
In the variable-interval schedule of rein-

forcement used, the reinforcements-per-
opportunity (Catania and Reynolds, 1968)
were approximately constant at 0.1 every 8.2
sec, except at long times after reinforcement.
The punched tape had 34 interreinforcement
intervals and the average interval was 1.0
min. Otherwise, reinforcements were sched-
uled exactly as in the earlier study. That is,
when a reinforcement was assigned by the
punched tape, it stopped until the reinforce-
ment was delivered. If a reinforcement became
available for a peck in, for example, red, then
pecks in green went unreinforced until the
reinforcement of a peck in red enabled the
tape to move again. Only responses terminat-
ing IRTs in red or green were reinforced. In
summary, after a reinforcement became avail-
able, it was delivered for a response in the

First | Second
Block-Out Stimulus 18lock-Out Stimulus While

0 5~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
O 1 2 3 4 S 6 0

TIME SINCE PREVIOUS RESPONSE (ARBITRARY UNITS)
Fig. 1. Sequence of stimuli presented on the trans-

lucent response key as a function of the time since
the last response. The durations of the stimuli and
the between-stimuli durations varied across conditions.

presence of either red or green, it was never
simultaneously available for both stimuli at
once, and it had to be collected before the next
assignment could be made. The two reinforc-
ing events followed a random sequence. That
is, the sequence was a sequence of Bernoulli
trials with p = 0.5. The relative frequency of
reinforcements for response in red equals the
number of reinforcements for responses in red
divided by the sum of the number of rein-
forcements for responses in red plus the num-
ber of reinforcements for responses in green.
This relative frequency is denoted by ir. It
equals the relative time rate of reinforcement
for responses in red and, since p was 0.5, it
equalled 0.5 except for sampling fluctuations.
Thus, an advantage of the present method of
scheduling reinforcements is that the obtained
relative frequency of reinforcements equalled
the scheduled relative frequency, so long as a
bird responded at least occasionally to both
stimuli. That is, the relative frequency of rein-
forcement was controlled mainly by the experi-
menter: within broad limits, a bird's behavior
did not affect it. Feeder times were 2 sec for
both IRTs so that the relative magnitude of
reinforcement (F) was also constant through-
out the experiment.

Recording
Interresponse times were recorded in each

session with eight electromechanical counters
that gave only a crude estimate of the IRT dis-
tribution. Of the eight counters, two gave the
frequencies of responses in red and green. On
the last day of each condition, IRTs longer
than a minimum depending on the condition,
were recorded to the nearest 0.09 sec on the
digital printer. Unlike the earlier study, here
latencies after reinforcements were recorded.
Every response preceding the third reinforce-
ment was discarded to avoid recording warm-
up effects.

Training and Experimental Conditions
The sequence of experimental conditions

is shown in Table 1. While the conditions
differed primarily in the lengths of the two
reinforced classes of IRTs, there were also
slight differences in the widths of the rein-
forced classes. These latter differences were
attributable indirectly to the greater dis-
persion in IRT distributions with longer
means (e.g., see Shimp, 1967). The greater
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Table 1

Experimental Conditions

Relative Harmonic
Length of the IRT Number

Reinforced IRTs (Sec) Stimulus Sequence Associated with of
Condition # (Short, Long) (Short, Long) the Red Stimulus Days

1 (1.43-2.43, 3.43-4.43) (Red, Green) 0.682 411
2 (1.43-2.43, 4.93-5.93) (Red, Green) 0.749 14
3 (1.43-2.43, 7.93-8.93) (Red, Green) 0.823 14
4 (1.43-2.43, 12.93-15.43) (Red, Green) 0.887 212
5 (3.38-4.18, 4.48-6.28) (Red, Green) 0.584 10
6 (3.68-4.68, 5.68-7.18) (Green, Red) 0.394 10
7 (3.68-5.18, 15.68-18.18) (Green, Red) 0.204 10
8 (3.68-5.18, 25.68-28.18) (Green, Red) 0.138 113
9 (3.68-4.68, 5.28-6.78) (Green, Red) 0.409 13

'Thirty-two for Bird 8.
2See procedure for the different stimulus durations used early in this condition.
3Ten for Bird 8.

dispersion tended to reduce the proportion of
responses falling within the reinforced portion
of the longer of the two IRT distributions.
The greater dispersion reduced absolute re-
inforcement rates in the early sessions of Con-
dition 4. To avoid contamination by the effects
of absolute reinforcement rate, the width of
some of the longer reinforced classes was in-
creased, beginning with Condition 4, as shown
in Table 1. The large number of sessions in
Condition 4 was due to the widening of the
longer reinforced clas's from 1.0 sec to 1.5 sec
and finally to 2.5 sec, beginning in Session 15.
Each experimental session lasted 50 min.

RESULTS

The appropriate independent variable for
Exp. I is suggested by Killeen's (1968) inter-
pretation of the independent variable in
Chung and Herrnstein's experiment. Killeen
argued that the harmonic mean often is a
better measure of central tendency than the
arithmetic mean. The relative immediacy of
one of two delays of reinforcement, which was
the independent variable in Chung and Herrn-
stein's experiment, is the same as the relative
harmonic length of that delay. Two implica-
tions follow for Exp. I. First, the independent
variable should be the relative harmonic
length of one of the IRTs (either red or green),
and second, the harmonic length of an IRT
should be in terms of the harmonic mean of
the end-points of the reinforced interval, not
the arithmetic mean. For example, the value of
the independent variable for Condition 1, i.e.,

the relative harmonic length of the IRT as-
sociated with a red stimulus, equals

T 4+ 2.43)

4(3 + 43)+ 4(3 + 4. j3

These values for each condition are shown in
Table 1. It may be noted that these values
diffe-r negligibly from those based on the
arithmetic means, rather than on the har-
monic means, of the end-points of the rein-
forced intervals. For no condition do the two
relative harmonic lengths differ by more than
0.025.
As with the independent variable, there is

more than one possible dependent variable.
Originally, the writer planned to follow a
method similar to that of his previous experi-
ment on concurrent IRTs; that is, to con-
struct IRT distributions from the digital-
printer records obtained on the last day of
each condition and to determine by inspection
the IRTs associated with red and green stimuli
but not occurring in their presence. However,
the narrow bin-width of 0.09 sec emphasized
irregularities just where ambiguity was most
troublesome for determining end-points of
distributions-at the tails of the distributions.
Furthermore, unlike the previous experiment
where the reinforced IRTs were constant, here
the shifting positions of the reinforced IRTs
precluded a single definition for either a
"short" or a "long" IRT. The resulting defini-
tions thus acquired an excessively arbitrary
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character. Also, the greater resolution given by
the present bin-width of 0.09 sec, as opposed
to the previous 0.5 sec, revealed no new,
interesting phenomena. Furthermore, prelimi-
nary analyses based on arbitrary definitions
of "short" and "long" did not change the
findings discussed below. For these reasons,
the method of the earlier experiment was
abandoned in favor of a simpler, more straight-
forward one: only responses terminating in
the presence of red or green stimuli were con-
sidered, and the dependent variable was de-
fined as the relative frequency of responses
terminating IRTs in the presence of the red
stimulus. The four panels in Fig. 2 show the
resulting relative frequencies from each of
the last two days for each condition and for
each bird, and the averages of these individual
data points. The numbers of responses in red
or green over the last two days of each con-
dition are shown in Table 2, along with the
relative frequencies of responses in either red
or green compared to total responses. Figure 2
also shows the least-squares, best-fitting
straight lines to the averaged data. It can be
seen that the data for Bird 9 very closely re-
semble the matching function. The data for
Birds 7 and 8 resemble matching less closely,

1.0 *

.46

W. 2.
o BIRD B ~~~~~AVERAGE OF

6 BI *THREE BIRDS

.
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.2
__________________ r~~,* 057

.2 4 .6 .6 1.0 2 4 6 B 1.0

RELATIVE HARMONIC LENGTH OF IRTS
TERMINATED BY PECKS IN RED

Fig. 2. The relative frequency of responses terminat-
ing an interresponse time in the presence of a red
stimulus as a function of the relative harmonic
length of that interresponse time. The solid lines are
the matching functions. The second line in the lower
right panel is the least-squares best-fitting straight line.
The relative frequency of a red interresponse time
approximately equals its relative harmonic length.

but certainly reveal that the relative length
of an IRT affects its relative frequency.
Furthermore, the deviations from matching
appear fairly orderly; that is, the deviations
for Birds 7 and 8 may be described as biases in
favor of the first stimulus and of the green
stimulus, respectively. The averaged curve is
quite close to the matching function. The
matching obtained here appears to be about
as good as in Chung and Herrnstein's experi-
ment. Even though the average curve is very
close, individual differences make individual
predictions hazardous.

Table 2

Frequency of response in red or green on last two
days (and relative frequency of these responses com-
pared to total responses).

Frequency in Red or Green
Condition Bird 7 Bird 8 Bird 9

1 1593 (0.74) 1125 (0.80) 1578 (0.75)
2 1421 (0.73) 1006 (0.78) 869 (0.70)
3 895 (0.50) 639 (0.78) 1079 (0.76)
4 750 (0.47) 533 (0.81) 1071 (0.82)
5 637 (0.56) 763 (0.86) 805 (0.79)
6 600 (0.53) 530 (0.60) 640 (0.61)
7 574 (0.64) 673 (0.92) 735 (0.88)
8 560 (0.80) 516 (0.89) 708 (0.89)
9 441 (0.29) 540 (0.62) 928 (0.86)

DISCUSSION

The results of Exp. I extend the generality of
the functional similarity found previously be-
tween delay of reinforcement and IRT length
in concurrent variable-interval schedules. The
results show that the previous similarity was
more than coincidental: the relative frequency
of an IRT does in fact approximately equal
the complement of its relative length when
relative frequency and relative magnitude of
reinforcement are equal. The present data
therefore confirm the "matching point" con-
jecture common to both combination rules
previously suggested for concurrent IRTs
(Shimp, 1968). In short, the matching function
heretofore found only in two-key choice data
is now generalized to one-key IRT data.
Th2 obtained functional similarity between

choices and IRTs might itself seem less coinci-
dental and more meaningful if it were not
that reinforcement immediately followed a
response in Exp. I but followed a response
only after some interval of time in Chung and
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Herrnstein's experiment. Thus, it might seem

that this difference in response-reinforcement
contingencies would preclude a profitable
analogy between IRT length and delay of re-

inforcement. Experiment II was designed to
explore the importance of this difference be-
tween response-reinforcement contingencies.
Specifically, in Exp. II, what are presumably
the essentials of the procedure of Chung and
Herrnstein were replicated, except that rein-
forcement immediately followed a response
made at the end of the delay interval.

EXPERIMENT II

METHOD

Subjects
Three male homing pigeons, with diverse

experimental histories, served.

Appar-atus

Two pigeon keys, similar to those from
Lehigh Valley Electronics, were mounted in a

standard experimental space.

Procedure
The procedure replicated a portion of

Chung and Herrnstein's (1967) in all but the
one respect mentioned above. That is, the
procedures were the same in that reinforce-
ments on the different keys were scheduled
according to different, independent, variable-
interval schedules with average IRT inter-
vals of 1 min. A 1-sec changeover delay was

scheduled. Normally, both keys were white.
The first response on a key, after a reinforce-
ment was assigned on that key, turned off
both key lights and initiated a black-out delay.
There was no houselight. During a black-out,
and also during a reinforcement, both rein-
forcement programmers were stopped. As dis-
tinct from the procedure used by Chung and
Herrnstein, here the feeder was not automati-
cally presented at the termination of a black-
out. Instead, both keys were lighted and the
first response on the key on which a response

had initiated the black-out was reinforced.
Thus, reinforcements immediately followed a

response. The key lights were darkened for
approximately 40 msec after every response in
an attempt to stabilize response topography.
Table 3 shows the experimental conditions,

which differed only by the lengths of the black-

out delays. Each session was 50-min long and
a reinforcement consisted of access to food
for 2 sec.

Table 3

Experimental Conditions

Length of Black-Out Number
(Seconds) of Days

Left key Right key
2 2 10
2 8 17
20 8 34

RESULTS

The dependent variable in Exp. II was the
relative frequency of responses on the left key,
that is, the number of responses on the left
key divided by the total number of responses.
The data reported are averages over the last
two days of each condition, and exclude the
very few responses made during black-outs.
The independent variable was the relative
immediacy of reinforcement for responses on
the left key, that is, the complement of the
relative delay. The relative delay was indepen-
dent of the pigeons' behavior in the experi-
ment by Chung and Herrnstein. However, in
the present experiment, this delay depended
partly on a subject: that is, it depended on the
latency between termination of a black-out
and the reinforced response. The time be-
tween the choice response initiating the black-
out and reinforcement includes this latency.
The average latencies are shown in Table 4.
The procedure allowed a response to the non-
reinforced key after a black-out terminated.
The latencies shown in Table 4 include this
time spent in pecking the wrong key after a
black-out and before switching and receiving
reinforcement. These responses were not
separately recorded because casual observation
revealed them to be infrequent. The latencies
were not recorded for Condition 1, so an un-
corrected relative immediacy of 0.50 is used

Table 4

Average latencies (sec) from end of black-out to
reinforcement.

Bird 1 Bird 2 Bird 3
Condition Left Right Left Right Left Right

2 1.3 2.0 1.8 4.1 1.0 2.5
3 3.1 3.8 4.5 6.2 8.8 2.8
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there. The corrected relative immediacies ap-
pear as the x co-ordinates of the points in the
left panel of Fig. 3, which shows the three
individual birds' data. Also shown in Fig. 3
are the ranges of the relative frequencies from
Chung and Herrnstein's four birds in the con-
ditions with delays 2 sec and 8 sec, 8 sec and
8 sec, and 20 sec and 8 sec. The left panel
shows that only one of nine data points falls
outside the range of values obtained by Chung
and Herrnstein for corresponding conditions.
The single exception is barely outside the
range of the earlier data. The right panel
shows the averaged x and y co-ordinates of the
data in the left panel. The averages from the
two experiments are virtually identical.

It may be concluded that whether or not a
response is required at the end of the black-out
is immaterial in two-key concurrent variable-
interval schedules. That is, matching is ob-
tained for both response-reinforcement con-
tingencies.

DISCUSSION
Experiment I demonstrated matching in a

one-key concurrent variable-interval schedule,
and this behavior is reminiscent of the match-
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ing obtained by Chung and Herrnstein in a
two-key concurrent variable-interval schedule.
In both experiments, the relative frequency of
one of two operants matched a temporal vari-
able, measured in terms of either black-outs or
IRTs. However, a difference between response-
reinforcement contingencies does exist be-
twe2n the one-key and two-key experiments.
That is, reinforcement was presented auto-
matically at the end of a black-out in Chung
and Herrnstein's experiment, and thus fol-
lowed the preceding response by a time exactly
equal to the black-out. But in Exp. I, rein-
forcement was presented immediately after a
response terminating an IRT. However, Exp.
II showed that the two-key data are unaffected
if reinforcement is immediate for a response at
the end of the black-out. Therefore, the
difference in contingencies apparently does
not affect the similarity between the effects of
black-out duration in the two-key schedule
and the effects of IRT length in the one-key
schedule. In brief, Exp. I and II together
reveal a functional equivalence between con-
currently reinforced IRTs on a single key and
concurrently reinforced pecks on different
keys.
The demonstrated functional equivalence

I -1

.2 .4 .6 .8 1.0
RELATIVE IMMEDIACY OF REINFORCEMENT

FOR LEFT KEY
Fig. 3. The relative frequency of pecks on the left key as a function of the relative immediacy of reinforce-

ment for pecks on that key. The left panel compares the individual data of three birds with the ranges (short
horizontal lines) obtained earlier by Chung and Herrnstein for corresponding conditions. The right panel com-

pares the means from the present experiment with those of Chung and Herrnstein's experiment. Both experi-
ments produced matching.

/

AVERAGE OF EXP I -
AVERAGE FROM CHUNG
AND HERRNSTEIN o
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permits an interesting analogy between se-
quences of events in Exp. I and in Exp. II.
First, the events in Chung and Herrnstein's
experiment can be summarized as follows: a
choice of two keys is possibly followed by a
black-out and reinforcement. From Exp. II
we know that this sequence has the same effect
on the relative frequency of a choice as the
following sequence: a choice of one of two
keys is possibly followed by a black-out, after
which a bird responds and produces rein-
forcement. Now Exp. I shows that black-out
length is functionally equivalent to IRT
length, so the following sequence may be in-
ferred for the concurrent IRT schedule: a
choice of one of two IRTs is followed by the
interval, after which a bird responds and
produces reinforcement. Two differences are
immediately apparent between the sequences
for the experiment by Chung and Herrnstein
and for Exp. I. First, according to the above
sequences of events, in their experiment a
choice was between two alternative keys; but
in Exp. I, a choice was between two alternative
IRTs. Since the choice precedes the following
interval, the inferred sequence suggests that
the length of an IRT is determined at its be-
ginning. Second, in the Chung and Herrn-
stein experiment, only reinforced responses
preceded black-outs, Vyhereas in Exp. I, all but
reinforced responses preceded an IRT interval.
These two differences will be discussed in
order.
Arguments suggesting that the length of an

IRT is determined at its beginning are not
common. The above argument can probably
be viewed in better perspective by comparing
it with two other alternatives. Perhaps the
single most common alternative viewpoint is
that the length of an IRT is determined
at its termination. This assumption often
seems implicitly made when an author trans-
forms a relative frequency distribution to a
conditional (an interresponse-times-per-oppor-
tunity) distribution. In fact, the issue at stake
can be rephrased as "which of the two distri-
butions, relative frequencies or conditional
frequencies, is the more direct measure of be-
havioral processes?" The sequence of events
inferred above implies that the relative fre-
quency distribution is more direct, while a
"go, no-go" assumption implies that the con-
ditional frequency distribution is more direct.
A go, no-go assumption for free-operant IRTs

is supported by data collected by Mueller
(1950) and by Anger (1956). (Of course there
is no guiarantee that free-operant IRTs be-
have like the IRTs in the present experiment,
but discriminated IRT data that unambigu-
ously support a go, no-go assumption are
lacking. Thus, for the sake of the go, no-go
argument, these free-operant IRT are cited).
These experimenters discovered flat inter-
response-times-per-opportunity curves at the
very beginning of training, presumably before
the various reinforcing contingencies began to
control behavior. Such a curve is easily de-
scribed by assuming first that a bird chooses
from among the two alternatives "go" (peck)
or "no-go" (do not peck), so that the length
of an IRT would be determined at its termi-
nation, and by assuming secondly that the
probability of "go" is constant. A flat inter-
response-times-per-opportunity curve gener-
ates an exponential IRT distribution. There
would seem to be no particular reason to
expect such a distribution if IRTs were de-
termined at their beginnings. In fact, a flat
IRT distribution might then be expected.
While the initial behavior reported by Muel-
ler and Anger may therefore be described
better by a go, no-go sequence, than by the
sequence inferred for Exp. I, steady-state be-
havior presents a more difficult problem for a
go, no-go sequence. Take, for example, the
schedule in Exp. I and assume a go, no-go se-
quence of events. The probability of a re-
sponse simply would equal some number when
red appeared and another, perhaps the same,
number when green appeared. As a result,
the natural prediction would be that the rela-
tive frequency of an IRT would not depend
on its relative length. There would simply be
some probability that when a stimulus came
on, a bird would respond. There is nothing in
the nature of a go, no-go sequence to suggest
that the relative frequency of pecks in red
would depend on when green appeared. In
particular, it is unclear how a go, no-go inter-
pretation of Exp. I could predict matching
except on an unsatisfactory ad hoc basis. For
example, it might be assumed that the prob-
ability of a "go" in red or green changes from
condition to condition. But it is unclear how
these changes might be predicted indepen-
dently from, or even be related to, other
data in the literature. In short, a go, no-go de-
scription of Exp. I is not parsimonious com-
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pared to the description in which an IRT is
determined at its beginning.
While a go, no-go process by itself would

not seem to describe the present data, such a
process may be combined with another so that
the resulting process can describe the data.
The two kinds of processes described so far
may be discriminated by noting whether the
length of an IRT is determined at its termi-
nation (the go, no-go view) or before (e.g.,
at its beginning). These two kinds of processes
may be combined in the following way. Let
there be one choice point, but let it be in S1
rather than at the beginning of the sequence
in Fig. 1. Then, a response in SI implies a
choice of the short IRT. The short IRT is
therefore determined at its termination and is
described by the "go" component of a go,
no-go process. Under the assumption that
there is but one choice point, a non-response
(a no-go) in S, will imply a choice of the long
IRT. The long IRT is therefore determined
before its termination and therefore not de-
scribed by a go, no-go process. According to
this idea, the relative frequency of an IRT
would match the relative harmonic length
of the delay from the time of its choice to the
next possible moment of choice. For instance,
if short and long IRTs were 2 sec and 5 sec,
the delay from choosing the 2-sec IRT (at its
termination) to the next moment of choice
would be 2 sec. The delay from choosing the
5 sec IRT (sometime during S1, for example
at 2 sec) would be the 3 sec between the choice
at 2 sec and the response terminating the 5-sec
IRT plus the 2 sec between the terminated
5-sec IRT and the next possible choice point
at 2 sec. That is, the delay would be 2 sec plus
3 sec, or 5 sec. Thus, this combined process
leads to the same independent variable as the
assumption that an IRT is determined at its
beginning. Therefore, it must be concluded
that at least two processes could account for
the present IRT matching behavior.

If there are two potential accounts for the
present behavior, is there any way, at present,
to choose conclusively between them? The
following summary suggests that probably
there is not. The viewpoint that an IRT is
determined at its beginning describes both
short and long IRTs in similar terms and is in
that sense more parsimonious than the view-
point that the short IRT is determined at its
termination but the long IRT is determined

before its termination. However, the choice in
the former case is not directly observable at
the moment at which it is assumed to occur,
whereas in the latter, it is. Thus, the present
data cannot discriminate between the two ac-
counts: which one seems preferable clearly
depends on personal taste.
The second difference between the. se-

quences of events for the experiment by
Chung and Herrnstein and for Exp. I is the
percentage of responses followed by a -black-
out or by an IRT. The present description
predicts that if every choice in a Chung and
Herrnstein-type schedule initiated a black-out
(only some of which would end in reinforce-
ment), matching would still be obtained.
Further research is needed to test this pre-
diction.
The data presented here support a quanti-

tative, descriptive theory of concurrent operant
behavior (Shimp, in press). The gist of this
theory is, briefly, that many of the gross fea-
tures of concurrent operant behavior may be
predicted from the assumption that the op-
erant most likely to be emitted is that which
maximizes the weighted probability of rein-
forcement. For the schedule in Exp. I, the
momentary reinforcement probabilities are
weighted, according to the theory, by a curvi-
linear function of the IRT lengths. The pres-
ent data support this theory in three ways.
First, the theory assumes that IRTs are de-
termined at their beginnings. As shown above,
these data are consistent with this assumption.
Second, the theory predicts the obtained
matching behavior, and does so a priori since
the present experiment is, in terms of the
theory, identical to Chung and Herrnstein's
and the theory predicts the matching obtained
there. The theory also describes why the
response-reinforcement contingency between
Exp. II and Chung and Herrnstein's experi-
ment makes no difference. The only im-
portance of a black-out is as a determiner of
the weighted reinforcement probability. The
difference in contingencies does not alter this
effect of the black-outs.
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