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Pigeons were trained to respond under two conditions with two identical variable-interval
schedules of positive reinforcement. While the schedules operated for separate response keys,
they were not available concurrently. During one condition, each response was punished with
electric shock. During the other condition, shocks were delivered independently of responding.
The punishment suppressed responding but the free shocks did not. However, when allowed
to choose, the pigeons preferred the condition associated with the lowest rate of shock regard-
less of whether or not the shock was dependent on responding. In general, shocks exerted their
greatest effect on whichever response had the greatest influence on shocks. In this respect, pun-
ishment is instrumental in suppressing behavior and the properties of punishment are sym-
metrical to those of reinforcement. This empirical symmetry dictates a corresponding concep-
tual symmetry in terms of a positive law of effect accounting for response increments and a
negative law accounting for response decrements.

When Thorndike (1911) first proposed the
Law of Effect, positive and negative stimuli
were given symmetrical roles. "Pleasure" was
identified with increased responding and
"pain" with decreased responding. Current
theories of reinforcement do not accept this
symmetry. Their cornerstone is still the pos-
itive version: that certain stimuli called
positive reinforcers can act directly on a pre-
ceding response to increase its frequency (Skin-
ner, 1938, 1953; Hull, 1943, 1951). But the
negative law, which would say that aversive
stimuli can directly weaken responding, is
no longer widely held despite recent evidence
that brief electric shocks can effectively sup-
press responding (Azrin, 1956; Rachlin, 1966,
1967). Instead, the suppressive effects of pun-
ishment are viewed as the by-product of two
processes by which some other behavior in-
creases in frequency (Skinner, 1953; Dins-
moor, 1954; Mowrer, 1960). According to such
theories, in the first stage an arbitrary stim-
ulus becomes a conditioned aversive stimulus
(CAS) owing to pairings with a primary aver-
sive stimulus such as electric shock. Subse-
quently, in the second stage, responding can
be reinforced if it removes the CAS. When
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extended to punishment, the increased re-
sponse is a non-specific event defined as not-
responding. In short, two-factor theories of
punishment recognize only the positive Law
of Effect; punishment, which produces a dec-
remental effect, is interpreted as the outcome
of negative reinforcement, an incremental
process.

Despite the different processes thought to
govern reinforcement and punishment, many
effects of aversive stimuli seem to mirror the
effects of reinforcers, as Thorndike originally
proposed. For instance, when an arbitrary
stimulus is terminated with an unavoidable
shock, responding during the stimulus is sup-
pressed (Estes and Skinner, 1941). This is
sometimes called a conditioned emotional re-
sponse. A symmetrical "joy" effect can be
produced with positive reinforcement, when
an arbitrary stimulus is terminated with a
free reinforcement. In this case, response rates
during the stimulus can be enhanced (Morse
and Herrnstein,. 1957). Mirror-image general-
ization gradients can be produced with rein-
forcement and punishment. When responding
is reinforced during one stimulus, lower rates
of responding occur in the presence of neigh-
boring stimuli on the same continuum with
the reinforced stimulus; when responding is
punished during one stimulus, higher rates
occur in the presence of neighboring stimuli
(Honig, 1966).
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A further point of symmetry is the fact that
behavioral interactions between components
of multiple schedules can be produced by
changing the frequencies of reinforcement
(Reynolds, 1961) or punishment (Rachlin,
1966) during one component. Also, both re-
inforcement and punishment produce effects
appropriate to the schedules according to
which they occur (Ferster and Skinner, 1957;
Azrin and Holz, 1966; Morse and Kelleher,
1966).
Perhaps the most fundamental symmetry

between reinforcement and punishment is
that both kinds of stimuli have their greatest
effect on whichever response has the greatest
effect on the stimuli. Reinforcement increases
responding more when responding produces
reinforcement than when reinforcements are
delivered randomly (Ferster and Skinner,
1957), and brief electric shocks suppress re-
sponding more when responding produces
shock than when shocks are independent of
responding (Azrin, 1956; Rachlin, 1967). This
instrumentality of punishment is revealed
still more vividly by comparing the effects
of reinforcers and punishers on rate of re-
sponding and choice. For example, in a typical
variable-interval schedule of positive rein-
forcement, response rate has no influence on
parameters of reinforcement such as delay
and amount, and little influence on frequency
of reinforcement. Correspondingly, response
rate is found to be relatively insensitive to
these parameters (Ferster, 1953; Catania, 1963;
Neuringer, 1967; Catania and Reynolds, 1968).
On the other hand, when differential respond-
ing can affect which value of a reinforcer will
occur, choices are sensitive to parameters such
as frequency (Herrnstein, 1964; Autor, 1960),
delay (Chung and Herrnstein, 1967), and
amount (Catania, 1963; Neuringer, 1967).
Moreover, in the case of frequency, choices
between various schedules of reinforcement
vary with the frequencies of reinforcement,
and are independent of response rates,
whether reinforcements are independent of
responding (Autor, 1960), dependent on not
responding (Autor, 1960), or dependent on
different schedules of responding which gen-
erate different response rates (Herrnstein,
1964). In other words, these studies showed
that the effect of reinforcement on choice
seems to depend on the parameters of rein-
forcement being chosen, and not on the cor-

relation between a reinforcer and another re-
sponse. It is possible that the same is true
of aversive stimuli since Rachlin (1967) dem-
onstrated that choices between conditions of
shock are sensitive to the frequency and in-
tensity of shock even though, in separate ex-
periments, shocks were independent and de-
pendent on responding.
The present experiment tested this pos-

sibility directly by shocking pigeons under
both conditions in the same experiment. In
one condition, the punisher was delivered
after every response; in another condition,
the punisher was delivered at various rates
independently of responding. Response rates
during exposure to these two conditions were
compared. In addition, the subjects were of-
fered a choice between the opportunity to
respond for a time under one or the other
condition. If the shock itself, and not the
nature of the correlation between the shock
and responding, is important, then choice
behavior should vary only with the relative
number of shocks delivered under the two
conditions. If the correlation between re-
sponding and shock is important, then choice
behavior should depend also on the relation
of shock to responding.

METHOD
Subjects
Four adult male White Carneaux pigeons

were maintained at about 80% of free-feeding
weights. All were experimentally naive at the
start of the experiment. The birds were im-
planted around the two pubis bones with two
gold wires through which brief electric shocks
were delivered (Azrin, 1959).

Apparatus
The apparatus was a modified chamber de-

signed for pigeons (Ferster and Skinner, 1957).
The positive reinforcer was 3-sec access to
grain. The box was equipped with two 1-in.
diameter keys mounted above the grain hop-
per, side by side, and separated by about 4 in.
The keys required at least 15 g of force to
operate. The left key could be transillumi-
nated by either a white or red lamp; the right
key by either a white or orange lamp.
The shock was a 35-msec pulse of 60 cps

through an 11 K ohm fixed resistance plus a
variable resistance adjusted to deliver 7 ma
(Azrin, 1959).
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Procedure
The procedure throughout the experiment

was a concurrent chain schedule (Herrnstein,
1964), diagrammed in Fig. 1, which offered a
choice between response-dependent and re-
sponse-independent shock superimposed on
identical schedules of positive reinforcement.
These conditions were arranged as terminal
links of two two-link chain schedules; the ini-
tial links of these two schedules were separate,
concurrent variable-interval (VI) schedules.
Although the concurrent chain procedure

appears complicated, it is to some extent anal-
ogous to a simple T-maze with only three
possible states, shown as separate boxes in
Fig. 1: the concurrent initial links correspond
to the choice point in a T-maze; the terminal
links correspond to the goal boxes. The prin-
cipal departure from the analogy with a T-
maze procedure is what occurs at the choice
point. In a T-maze, every choice usually pro-
duces one or the other alternative, so that a
subject tends always to choose a single alter-

native, even when it is only slightly preferable.
During the concurrent initial links of the
present procedure, on the other hand, the
subject was encouraged to sample continually
both alternatives because, by this strategy,
reinforcement frequency can be maximized.
In other words, distributed responding on
concurrent VI 2-min schedules insures that
one of the terminal links will occur on the
average of once per minute, whereas choice
of only one alternative produces that link on
the average of once per 2 min. Most subjects
in schedules of this kind distribute their
choices over all the available alternatives. In
both the T-maze and the present procedure,
choice is measured by the "behavior ratio",
responses to one side (or key) divided by total
responses. However, in the case of the T-maze,
the behavior ratio is directly proportional to
the relative number of entries into the goal
boxes; in the present procedure the relative
number of terminal links will remain around
50% for almost any behavior ratio. Another
property of the concurrent chain schedule is

INITIAL LINK TERMINAL LINK INITIAL LINK

LEFT KEY OPERATIVE I

Occasionally 5minutes of After
(VI 2') positive retn- which
leads to forcement on I

I VIl'schedule I

shock
schedule I

R 1
! RIGHT KEY OPERATIVE !

BOTH KEYS OPERATIVE

Pecking on right Occasionolly
key during choice (VI2')

period leads to
I
I

5 minutes of
positLve rein-
forcement on
VI1' schedule
+ shock
schedule 2

Af ter
which

I
I

I I

Fig. 1. Diagram of the concurrent chain procedure. During the initial link both keys are illuminated with white
light and operative. Pecking on either key leads on a VI 2-min schedule to a terminal link during which the key
just pecked is illuminated with red or orange light and the other is dark and inoperative. Pecking on the red or

orange key during the terminal link is reinforced with food on a VI 1-min schedule. Shock schedule 1 in this ex-

periment consisted of a brief shock for each peck. Shock schedule 2 consisted of free shocks, at various rates, inde-
pendent of pecking.
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that it offers a choice between extended "stays
in the goal box" during which responding is
examined under the alternative conditions of
reinforcement and punishment. The schedule
thus measures the preference between the two
terminal links, and the behavior during these
terminal links, within the same experimental
setting.
The details of the procedure were as fol-

lows: during the concurrent initial links, both
keys were operative and transilluminated with
white light. Responding on the left key oc-
casionally (on a VI 2-min schedule) changed
key color to red indicating that the terminal
link with response-dependent shock (punish-
ment) was in effect; similarly, responding on
the right key occasionally (on another VI
2-min schedule) changed key color to orange,
correlated with the terminal link containing
response-independent shock (free shock). Ter-
minal links lasted 5 min, during which
schedules of reinforcement and punishment,
described below, were arranged. Both VI
programmers of the initial component stopped
during either terminal component. The ses-
sion ended after ten 5-min terminal links were
produced which, combined with initial link
durations, resulted in a session of about 65 min.
During both 5-min terminal links, positive

reinforcement was delivered on a VI 1-min
schedule. Initially, there was no shock during
either terminal link. This was continued as a
baseline condition until choices and terminal
link response rates were stable over at least
10 sessions. Then, the different shock condi-
tions were introduced during the two terminal
links, providing the only asymmetry between
the terminal-link alternatives. On the right
key, every response was punished with i single
shock pulse throughout the remainder of the
experiment. On the left key, single shock
pulses were delivered independently of re-
sponding at constant intervals except during
presentation of food. The frequency of free
shock, the only independent variable in the
experiment, was varied between 0 and 120
pulses per min in the following sequence: 0,
6, 12, 30, 60, 120, 60, 30, 12, 6, and 0. There
were 10 sessions at each point in the sequence.

RESULTS
All data shown are medians from the last

three days at each condition. Where there were

two determinations for a point, the average
of the two determinations is shown.

Response Rate
The effect of free shock on terminal link

response rate is shown in Fig. 2 as a function
of the shock frequency. The dependent vari-
able is suppression, defined here as one minus
the ratio of the rate of response during shock
to the rate before shock was introduced. A
ratio of 0.0 indicates no suppression of re-
sponding while a ratio of 1.0 indicates com-
plete suppression. Overall, the effect of free
shock was small; three subjects (469, 324, and
249) suppressed only at the high shock fre-
quencies and one subject had an increased
rate.

x .-

0 0t 30 0 o 0 0 0 0 10
.5 _
.6 ,
.7

1.0 ...._.. ._ J.L

o .0 20 oa0s 40 ..........so so ro 90 o0 lo 120

SHOCK FREQUENCY (PULSES PER MIN)

Fig. 2. Suppresson during the terminal link accom-
panied by free shock as a function of frequency of free
shock. Suppression is defined relative to the rate of re-
sponding before introduction of shock in that terminal
link.

The effect of punishment on response rate
is shown in Fig. 3 as a function of the rate of
free shock during the other terminal link. In
general, the rate of responding under the
punished condition (equal to the rate of pun-
ishment) hardly varied.
When response rates during the terminal

links are compared, the punishment had a
much greater suppressive effect. This is shown
in the dashed line of Fig. 4 as the relative re-
sponse rate during free shock, i.e., the response
rate during the terminal link containing free
shock divided by the sum of the rates during
both terminal links. All subjects responded
faster during free shock, even at the shock
rate of 120 pulses per min (about three to
four times the shock rate during punishment).
All subjects, though, gradually increased re-
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sponse rates during punishment, and grad- This is shown in Table 1, which gives the re-
ually dropped response rates during free shock, sponse rates during the two terminal links at
as the frequency of free shocks was increased. each frequency of free shock.
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Fig. 3. Rate of pecking (equal to rate of shock) during the terminal link where pecks were shocked as a function
cof the rate of free shocks during the other terminal link. The diagonal lines are the loci of equal overall rates of
shock during the two terminal links.

Table 1

Terminal link response rates during free shock and during punishment, for various rates of
free shock (resp./min).

Punish- Free-Shock Frequency (Shocks per Min) Punish-
Terminal Link No ment ment

Subject Shock Condition Shock Only 6 12 30 60 120 60 30 12 6 Only

Free 49 49 105 79 127 119 117 128 113 112 124 132
245

Punishment 59 0 12 15 19 27 43 19 48 39 47 30
Free 58 49 57 66 59 62 45 48 52 56 48 64

324
Punishment 67 30 56 44 56 52 47 50 56 49 33 50
Free 51 79 80 84 98 86 48 80 93 118 90 102

249
Punishment 56 17 23 21 27 35 25 32 34 34 28 38
Free 50 42 45 40 46 24 27 26 36 41 45 43
Punishment 42 13 20 21 19 16 23 20 22 26 22 18
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Choice
Choice is here defined as the number of

responses in a session during the initial link
on the key leading to free shock divided by
the total number of responses during the ini-
tial link on both keys. In other words, choice
is the relative rate of responding on the free-
shock key during the initial link. The effect
of the two shock conditions on choice is
shown in the solid line of Fig. 4 as a function
of the frequency of free shocks. In all subjects,
the effect of this shock frequency on choice in
the initial link was substantially greater than
its effect on relative response rates in the
terminal links; free shock was preferred at
low shock frequencies but, as frequency in-

creased, punishment was eventually preferred.
In all subjects, it was common for the relative
rate of responding during the terminal links
to be above 50%7 at the same time that choices
were below 50%, showing that subjects were
responding faster during free shock even
though they preferred punishment.
The effect of the two shock conditions on

preference is shown in Fig. 5 as a function of
the relative frequency of free shock. In all
subjects, this function passes close to the 50%
point on both ordinate and abscissa, suggest-
ing that choices varied with the number of
shocks actually delivered during the two con-
ditions, regardless of the difference in correla-
tions between responding and shock delivery.
This is confirmed when the choices are mea-
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SHOCK FREQUENCY (PULSES PER MINUTE)
Fig. 4. Choice during the initial link (solid lines) on the key leading to free shock and relative rate of response

during the terminal link (dotted lines) on the free-shock key as a function of the frequency of free shock. Both
choice and relative rate are calculated as the rate of responding on the free-shock key divided by the sum of the
rates of responding on both keys expressed as a percent. Choice is also equal to the relative number of responses
on the two keys. Both choice and relative rate equal 50% when rates of responding are equal on the two keys.
They both would equal 100% if all responding were on the free-shock key and 0% if all responding were on the
key where responses were punished.
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Fig. 5. Choice of free shock as a function of the rela-
tive rate of shock on the free-shock key. The ordinate
values were determined as for Fig. 4. The abscissa val-
ues were determined by dividing the rate of free shock
(the shock pulse frequency) by the sum of the rate of
free shock and the rate of punishment (necessarily
equal to the rate of responding) during the other termi-
nal link.

Table 2

Rate of Free Shock
Equal to Rate Choice of Free
of Punishment Shock at This
(Shocks per Point (from Fig. 4)

Subject Minute) (Percent)

249 31 40
245 33 55
324 52 49
469 22 50

sured at the point where the rates of free
shock and punishment are equal. This point
of equality is shown for each subject in Fig. 3
which plots the rate of punished responding
against the rate of free shock. The diagonal
lines cross the individual functions at the
point where the rates of shock during the two
terminal links were equal. At this rate of
shock, choice of free shock can be read from
Fig. 4. These values, shown in Table 2, aver-
age to 48.5%, which is close to indifference
(50%). Two subjects preferred punishment
slightly, and one subject preferred the free
shock slightly.

DISCUSSION
This experiment offers additional support

for the position that punishment is an effec-

tive means for controlling behavior, contrary
to the view that it is not (Thorndike, 1932;
Estes, 1944). During the terminal links, pun-
ishment had a greater effect on response rate
when dependent on responding than when
independent of responding, as in previous
studies by Azrin (1956, 1958) and Rachlin
(1967). In the present study, in fact, punish-
ment caused greater suppression than free
shock, even when the rate of free shock was
much higher.
The effects of shock on choice shown here

also agree with previous findings in one re-
spect, that choices for free shock bear an
orderly relation to the frequency and intensity
of shock pulses (Rachlin, 1967). But the pres-
ent results also extend previous findings in
one respect: choices for shock bear an orderly
relation to the frequency of shocks, and do not
depend on the rate of responding and the cor-
relation between shock and responding.

In this respect, the effects of shocks are com-
pletely analogous to the effects of positive re-
inforcement. Autor (1960) used a concurrent
chain schedule to measure choices between
two conventional response-dependent sched-
ules, and also between two schedules of free
reinforcement. Choices were found to vary
with the relative frequencies of reinforcement
in both cases. Herrnstein (1964) supported
this finding with choices between different
types of reinforcement schedules, interval and
ratio. Even though rates of responding for
given frequencies of reinforcement were dif-
ferent, due to the difference between interval
and ratio requirements, choices were found to
vary with the relative frequencies of rein-
forcement.

Despite this apparent symmetry between
the effects of reinforcement and punishment,
it was noted in the Introduction that this sym-
metry is not recognized by current learning
theories. Although they handle reinforcement
effects by the positive Law of Effect, they
explain the effects of punishment with two
factors, neither of which is the negative Law
of Effect. The first factor is classical, or Pav-
lovian, conditioning according to which a
stimulus becomes a CAS owing to pairings
with a primary aversive event such as electric
shock. The second factor is instrumental con-
ditioning, that a response will increase in fre-
quency if it is followed by negative reinforce-
ment, specifically, removal of the CAS. As
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previously pointed out in Rachlin and Her-
rnstein (1967), this theory views both avoid-
ance and punishment as incremental processes.

In the case of avoidance, an incremental
process is demonstrably occurring; a specific
response is indeed increased in frequency
when an aversive stimulus can be avoided. For
example, responses such as shuttling or bar-
pressing both may be made to avoid the pri-
mary aversive stimulus and terminate an ar-
bitrary stimulus which precedes the primary
stimulus (Sidman, 1953; Mowrer, 1947). In the
case of punishment, however, the only observ-
able change is a decrease in responding. The
incremental process is only inferred, as the
increased response is said to be anything but
the punished response, that is, anything but
what is measured.
A similar problem arises on the stimulus

side of two-factor theories. In avoidance sit-
uations, the CAS is typically, but not neces-
sarily, an external "warning" stimulus. But
punishment situations usually do not include
an exteroceptive stimulus to announce pun-
ishment. In order to extend the two-factor
apparatus to punishment, the CAS is said to
be proprioceptive feedback from the punished
response (Dinsmoor, 1954; Mowrer, 1960). In
other words, the CAS for punishment is also
unobserved.

Because both the reinforcer and the re-
sponse are unobserved and unobservable with
conventional techniques, the two-factor theory
of punishment poses a serious problem for the
experimenter -who wishes to test it: how can
it be disproved? All the critical events are as-
sumed to occur within the organism being
punished. This is not always necessary.for, ac-
cording to the proprioceptive escape mecha-
nism outlined above, the animal must begin
to engage in movements which lead to pun-
ishment in order to escape from condi-
tioned aversive stimuli. Moreover, the fre-
quency of these incipient movements must
be assumed to remain constant, regardless
of the amount of punishment received in the
past. While such incipient responses are oc-
casionally observed in punishment situations,
they are not common enough to satisfy the
theory's requirements. To retain the two-
factor approach, theorists have been forced
to move these xvents inside the organism
where they cannot be measured.

Nevertheless, the present experiment offers

suggestive evidence against the propriocep-
tive-CAS mechanism. This mechanism means
that the ability of a stimulus to suppress re-
sponding depends on the specific correlation
between the stimulus and the response which
precedes the stimulus, for it is the response-
produced stimuli which are supposed to pro-
vide the only reinforcement. One prediction
from this theory is that, in the present ex-
periment, subjects should not match their
choices to the relative number of shocks dur-
ing the two terminal links. Instead, when
equal numbers of shocks occur under the two
shock conditions, the response-dependent
shock condition should be less preferred. One
reason is that the theory is implying that the
effectiveness of shock depends on response-
produced stimuli (although, as we shall see
shortly, it is still possible to predict the re-
sults shown here from two-factor theory). A
second reason is that the response-dependent
condition should include a high frequency of
CASs, aversive feedback from every response,
which should be added to the pool of aversive-
ness created by the shocks themselves. A third
reason is that, in the concurrent chain choice
procedure used here, the response which pro-
duced shock and the choice for that shock
condition had the same topography-both
were pecks on the same key. If proprioceptive
feedback became aversive, then both of these
responses should have decreased together. In
fact, this result was not obtained; the response-
dependent and free shocks had equal effects
on choice, and initial link choices and termi-
nal link response rates varied independently.

It must be emphasized that this result is
not impossible to reconcile with two-factor
theories. But this reconciliation is highly com-
plex. To explain fully the effects of punish-
ment shown here, the two-factor apparatus
must be enlarged. During all three states of
the concurrent chain shown in Fig. 1, which
really consists of four states-two links on each
key-key-pecking presumably generated the
same proprioceptive feedback. This should
have become aversive since, during one ter-
minal link, every response was immediately
followed by shock. Yet responding was sup-
pressed only during this one link. Further as-
sumptions must therefore be made about the
inside of the organism. We would have to pro-
pose an interaction between the proprioceptive
feedback and the external stimuli on both
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keys, such that the external stimuli signal dif-
fering levels of aversiveness for the same pro-
prioceptive feedback. This would result in
four separate interactions, two for the two
states on each key, resulting in four different
states of conditioned inhibition, each rein-
forcing the learned response of not-respond-
ing. In this way, the results shown here can be
fitted to the two-factor approach (which as
noted, is difficult to disprove), but not with-
out considerable effort.

This complexity offers one benefit for learn-
ing theory: it attempts to explain the effects of
positive and negative stimuli with the single
concept of response increments. But, even this
attempt is not without a major flaw. For rea-
sons that remain obscure, this unification has
never been completed except by Mowrer
(1960) who, having first developed the two-
factor approach for avoidance (Mowrer,
1947), now extends the theory to reinforce-
ment (Mowrer, 1960). Other theorists persist
in treating reinforcement and punishment dif-
ferently, even though response increments are
claimed in both cases. In the case of punish-
ment, conditioned aversive stimuli are used
to explain the apparent effectiveness of pri-
mary aversive stimuli, because these stimuli
are not thought to have any genuine instru-
mental effect upon behavior. In the case of
positive stimuli, however, the positive Law
of Effect says that primary reinforcers such
as food do have a direct effect. Conditioned
positive stimuli are recognized, though. These
are called conditioned (Kelleher, 1966; Skin-
ner, 1953) or secondary (Hull, 1943; Mowrer,
1960% reinforcers, and are thought to exercise
an independent reinforcing function like pri-
mary reinforcers; they are not used to explain
how primary reinforcers can increase respond-
ing. This inconsistency is totally unexplained.
If negative stimuli need a two-factor theory,
why has it not been more widely extended to
positive stimuli? Or, to reverse the question,
if two-factor theory is not needed for positive
stimuli, why has it been applied to negative
stimuli? It might also be asked why a theory
of response decrements, i.e., punishment, has
not been applied to the case of avoidance, in
which it could be argued that the avoidance
response increases in frequency because every
other response is punished. And, given this,
another kind of parsimony, analogous to two-
factor theories, could be proposed in which

all learning, both positive and negative, is
explained by response decrements. In short,
the parsimony implicit in two-factor theories
is illusory. It seems, rather, that there have
been arbitrary decisions, perhaps, as suggested
here, the result of historical accident, to ac-
cept a positive Law of Effect and to deny a
negative Law of Effect.
A simpler alternative, and one more directly

linked to observable events, is to reassert
Thorndike's negative Law of Effect. This
is simpler because, when linked with the
widely accepted positive Law of Effect, we
would have parsimony of a different sort: the
effects of primary stimuli, both positive and
negative, would depend on the parameters of
the primary event itself, and not on the na-
ture of the correlation between the event and
behavior. It could also be added that the
maximal effect of those events on behavior
will occur when the behavior interacts in
some way with the occurrence of these events.
This union is also defensible because the
present experiment, coupled with previous
work, shows that positive and negative stimuli
do, indeed, hjve effects entirely consistent
with a symmetrical Law of Effect based on re-
inforcing and aversive events.
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