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ALGORITHMIC SHAPING AND MISBEHAVIOR IN THE
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In two experiments, rats were trained to deposit ball bearings down a hole in the floor, using an
algorithmic version of shaping. The experimenter coded responses expected to be precursors of the
target response, ball bearing deposit; a computer program reinforced these responses, or not, according
to an algorithm that mimicked the processes thought to occur in conventional shaping. In the first
experiment, 8 of 10 rats were successfully shaped; in the second, 5 of 5 were successfully shaped, and
the median number of sessions required was the same as for a control group trained using conventional
shaping. In both experiments, “misbehavior,” that is, excessive handling and chewing of the ball
bearings, was observed, and when the algorithmic shaping procedure was used, misbehavior could be
shown to occur in spite of reduced reinforcement for the responses involved.
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Shaping, or the systematic elaboration of
complex response topographies by the rein-
forcement of successive approximations, is one
of the best known and most influential dis-
coveries of operant psychology. Skinner dis-
cussed it in some of the earliest systematic ac-
counts of operant conditioning (e.g., Skinner,
1953, chap. 6; 1954). It has been used to es-
tablish many complex and even bizarre re-
sponses (e.g., the playing of a form of table
tennis by pigeons, Skinner, 1962; or the use
of cocktail sticks as tools by crows, Powell &
Kelly, 1975). It was quickly applied in the
clinical and educational fields (e.g., Hingtgen
& Trost, 1966; Skinner, 1954). In its original
form, the shaping of lever press responding in
rats, it is probably used with thousands of an-
imals every year as a preliminary to research
and as a demonstration in teaching.

Scientifically speaking, however, shaping has
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scarcely been investigated, and its practice could
fairly be said to be more an art than a science.
Platt (1973) has pointed out that conventional
procedures for shaping confound two vari-
ables: the contact between reinforcement con-
tingencies and behavior (the proportion of
emitted responses that are reinforced), and the
selectivity of the procedure (the difference be-
tween reinforced and nonreinforced response
classes). But in any case, it would be hard to
point to published evidence that the selective
reinforcement of successive approximations to
the desired response actually occurs in prac-
tical shaping, let alone that it is responsible
for the changes in response frequencies that
are observed. And there are obvious competing
accounts, for example the kinds of Pavlovian
processes that are known to be capable of pro-
ducing key pecking in pigeons (Brown & Jen-
kins, 1968) and lever pressing in rats (Myer
& Hull, 1974).

Furthermore, there are serious doubts about
the scope and power of shaping. These doubts
have existed at least since Breland and Breland
(1961) reported that shaped responses could
be displaced by “instinctual drift” towards more
“natural” responses of the animal concerned,
and more systematic investigations (e.g., Shet-
tleworth, 1975) showed that not all responses
are affected by all reinforcers. Even Ferster
and Skinner (1957, p. 32) questioned the ef-
ficiency of shaping as a means of getting pi-
geons to peck keys, suggesting that it is likely
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to lead to superstitious persistence of rein-
forced precursor responses.

What is needed is to specify more clearly
the set of rules that are being used to decide
which responses to reinforce during shaping;
we can then investigate experimentally how
application of these rules affects behavior, and
the circumstances in which they may fail. In
this paper, any such set of rules for shaping
is called a “shaping algorithm.” The clearest
theoretical treatment of such algorithms is that
of Platt (1973). He points out that shaping
has no meaning unless the different responses
that an organism emits can be placed on at
least an ordinal dimension. The object of shap-
ing is then to alter the distribution of the sub-
ject’s response on this dimension, usually in a
particular direction or towards a particular
target. Platt proposes a “percentile reinforce-
ment” schedule, which reinforces responses
lying within a particular distribution percen-
tile of the target, based on a running sample.
This is, in effect, a one-rule shaping algorithm:
“Always reinforce the best 20% (or 50%, or
whatever) of ongoing responding.” Such a
schedule controls the contact the reinforcement
contingencies will make with behavior, but
leaves their selectivity unspecified. The few
experimental studies of shaping that have been
reported, however, have tended to use algo-
rithms that control selectivity rather than con-
tact.

One such study is that of Eckerman, Hienz,
Stern, and Kowlowitz (1980). They used a 10-
in. (25 cm) wide response area, at which pi-
geons were pretrained to peck, and varied the
part of the area where pecks would be rein-
forced. By varying the speed and size of changes
in the criterial area, they sought to find the
optimal parameters for producing rapid
changes in the location of the pigeons’ pecks.
In this situation, the most rapid shaping oc-
curred with large, fast changes in criterion
(high selectivity, and, as a consequence, high
contact, in the terms of Platt, 1973).

Eckerman et al.’s (1980) result is a very
useful one if it can be generalized, but their
procedure has three obvious disadvantages as
a model of shaping in general. First, it studied
only the variation of location of a single re-
sponse, not changes in response topography
(and furthermore, all response locations had
some previous history of reinforcement). Sec-
ond, responses at a given location were effec-

tively subjected to only two schedules of re-
inforcement—either they were being reinforced
or they were not. In normal shaping, responses
that have recently emerged are usually given
continuous reinforcement, which becomes more
intermittent once they are well established. Fi-
nally, when a totally new response is being
shaped, it is usually the case that earlier ap-
proximations to the desired response are in
some sense logically necessary to later ones, or
even part of them; for example, early in shap-
ing rats to press a lever, touching the lever is
commonly reinforced as an approximation;
when the rat progresses beyond this stage, it
must nonetheless continue to touch the lever—
it is impossible to press it without doing so. In
the Eckerman et al. study, however, pecking
one part of the area was not a logical precursor
to pecking another part.

The second of these objections is elegantly
overcome by Platt’s (1973) percentile rein-
forcement schedule. In principle, too, this
schedule could also be used with the kind of
heterogeneous sequence of responses used in
normal shaping, because the required ordinal
response dimension clearly exists in the form
of nearness to the final target response. Un-
fortunately, however, although a number of
experiments have been published using Platt’s
schedule, they have all involved quantitative
variations in responses whose basic topogra-
phy had already been established. For exam-
ple, Alleman and Platt (1973) used percentile
reinforcement to modify the interresponse times
of pigeons’ key pecking, and Davis and Platt
(1983) used it to modify the direction in which
rats pushed a suspended joystick. These ex-
periments have established the effectiveness of
the percentile reinforcement schedule, but
throw light on the processes of normal shaping
only by analogy.

A recent paper by Pear and Legris (1987)
goes some way to overcoming this last limi-
tation. Pigeons were observed using two video-
cameras connected to a microcomputer, which
was programmed to detect the position of the
bird’s head within the test chamber (Pear &
Eldridge, 1984). The reinforced response was
moving the head into a “virtual sphere,” that
is, a spherical space that was defined only
within the computer. Gradual reductions of
this sphere were used to shape the pigeons to
put their heads into a small (3-cm diameter)
target area in one back corner of the chamber;
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the operant level of this response was nil. The
shaping algorithm was simple: After every re-
inforcement, the sphere of reinforceable loca-
tions was reduced in radius, whereas after every
10-s period without reinforcement, it was in-
creased in radius. The procedure was effective
in producing contact with the target within
four sessions for each of the 3 pigeons tested.
Two qualitatively distinct precursor responses
(walking towards the target, and lowering the
head to enter it) were observed during the
course of shaping, but were not specifically
reinforced. These results go some way towards
demonstrating the reality of the processes usu-
ally supposed to occur during shaping, namely
changes in the reward frequency for responses
that are already in the animal’s repertoire,
followed by increases in the frequency of those
responses. In other words, they demonstrate
that shaping really does involve the selective
reinforcement of successive approximations to
the desired response.

The procedure of Pear and Legris (1987)
points to a weakness of percentile reinforce-
ment as a way of establishing truly novel re-
sponses. In order to maintain the schedule’s
contact with responding, it was necessary to
relax its selectivity if too much time went by
without a criterion response occurring. Con-
tact, in other words, needs to be measured, and
if possible controlled, in terms of reinforce-
ments per unit time rather than responses per
reinforcement. Platt (1973) proposed an ex-
tension of his schedule (interval-percentile re-
inforcement) that meets this objection, but it
lacks the original schedule’s elegance and has
not led to any helpful experimentation.

The present experiments extend the exper-
imental study of shaping by investigating rats’
acquisition of a complex novel response, the
deposit of ball bearings down a hole in the
floor. This is a response in which misbehavior
in the sense defined by Breland and Breland
(1961) has been shown to occur (Boakes, Poli,
Lockwood, & Goodall, 1978), and in which
appeal has been made to Pavlovian processes
to account for the observed behavior (Boakes
& Jeffery, 1979; Timberlake, Wahl, & King,
1982). Itis also complex enough for the process
of shaping to be quite protracted, so that it is
possible to study intermediate stages.

The general approach taken was as follows.
An experimenter observed the rat throughout
the shaping process and recorded on a micro-

Table 1

Definitions of the behavior codes used during algorithmic
shaping.

Response Description

Approach The rat orients towards and/or moves
towards the ball bearing.

Touch The rat orients towards and touches
the ball bearing with nose or front
paws.

Move The rat moves the ball bearing by

contacting it with nose or front
paws.

Move towards  The rat pushes or pulls the ball bear-

hole ing towards the vicinity of the floor
hole.

Reach hole The rat moves the ball bearing with
nose or front paws, towards the
floor hole and within 3 in (7.5 c¢cm)
of it.

Deposit ball The ball bearing falls down the floor

bearing hole.

Mouth The rat holds the ball bearing in its
open mouth.

Chew The rat moves its teeth against the

ball bearing.

computer keyboard each of a number of re-
sponses that were thought of as approxima-
tions to the target response. But she was relieved
of the task of reinforcing responses by the com-
puter program, which implemented a shaping
algorithm. This algorithm attempted to mimic
the contingencies of reinforcement convention-
ally held to be used during shaping. Although
the resulting schedule was considerably more
complex than percentile reinforcement, it fol-
lowed Platt (1973) in trying to control contact
with the schedule rather than selectivity.

In summary, the experiments constituted an
experimental synthesis of normal shaping, and
the first question being asked was whether this
kind of algorithmic shaping of a complex re-
sponse is in fact possible (and acceptably ef-
ficient). If it is not, it suggests that we have
seriously misspecified what happens during
shaping. Our second aim was to find out
whether any events during shaping were cor-
related with the emergence of misbehavior.

EXPERIMENT 1

The main thrust of the first experiment sim-
ply was to demonstrate that algorithmic shap-
ing of a novel response could work. In order
to do this, we first had to find a suitable set of
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precursor responses (i.e., reinforceable ap-
proximations to ball bearing deposit) and a
suitable algorithm. The precursor responses
were derived from our previous experience of
conventional shaping of this response (Midg-
ley, 1986, chap. 1) and are listed in Table 1,
in the order in which they were expected to
emerge (Mouth and Chew, also included in
Table 1, were not intended as precursors but
were also observed in some conditions). Table
1 in effect specifies an ordinal dimension of
response generalization, of the sort identified
by Platt (1973) as essential if shaping is to be
meaningful. The aim of shaping was to move
the rats’ responding along this dimension. The
response order can also be thought of as a
hierarchy, and responses earlier and later in
the order are referred to below as “lower” or
“higher,” respectively.

The algorithm itself was as follows:

1. At any moment, a fixed-ratio (FR) sched-
ule of reinforcement was in effect for each
response.

2. An initial FR was defined for each re-
sponse.

3. After a given number of reinforcements
had been given for each response, its FR was
increased by a constant.

4. After a given number of reinforcements
had been given for each response, reinforce-
ment for all responses earlier in the hierarchy
was stopped (i.e., their FRs were raised to
infinity).

5. If a given time elapsed without reinforce-
ment (because no response for which the cur-
rent FR was finite was occurring at a sufficient
rate), then when a given number of any re-
sponse lower in the hierarchy had been re-
corded, reinforcement of that response was
reinstated at its initial FR; and the FRs as-
sociated with all higher responses were re-
turned to their initial values.

6. The parameters associated with Steps 2
through 5 could be varied between (but not
within) sessions.

Steps 2 through 5 of this algorithm obviously
contain a large number of parameters: For
each response there is the initial FR, the num-
ber of reinforcements given at each FR value,
the number of reinforcements before cutting
out reinforcement for lower responses, the time
before backtracking, and the number of re-
sponses to be made before backtracking was
invoked. With six responses in the hierarchy,

this adds up to 30 parameters, so there was
no question of exploring the parameter space
systematically. Instead, a series of parameter
combinations were defined before the start of
the experiment, on the basis of previous ex-
perience with hand shaping the deposit re-
sponse. They were arranged in a sequence,
from the least demanding (in terms of having
the lowest schedule parameters for the lower
level responses) to the most. For the most part,
the rats progressed through this sequence as
sessions of shaping elapsed.

METHOD
Subjects

Ten experimentally naive female Lister
hooded rats were obtained from OLAC, Bices-
ter, Oxfordshire. They were approximately 5
months old at the start of the experiment, and
had mean free-feeding weights of 273 g (range,
235 to 321 g). The rats were deprived of food
for 12 hr before the start of the first session;
thereafter they were given limited food, suf-
ficient to maintain their body weights at or
above 85% of free-feeding levels (actual body
weights before testing averaged 86% of free-
feeding weights over the experiment).

Apparatus

The test chamber used was made in the
laboratory. Its general layout is shown in Fig-
ure 1. Its internal dimensions were 31.2 by
30.4 by 21.0 cm. The front and back walls
(carrying the food dispensers and lever) were
made of aluminum, the side walls and ceiling
of clear perspex, and the floor of 0.9-cm ply-
wood. The liquid dispenser, and the corre-
sponding floor hole and wall light, were not
used in this experiment, nor were the retract-
able lever and the light above it. The floor hole
in front of the food dispenser, which was used,
was 3 cm in diameter, tapering to 2 cm within
the thickness of the floor. Movements of the
flap in front of the food tray, and deposit of
ball bearings down the floor hole, could be
detected by microswitches. Ball bearings that
fell down the floor hole were collected in a
foam-lined plastic box. The food dispenser de-
livered 45-mg pellets of mixed diet (Campden
Instruments Ltd.). A more detailed description
of the chamber is given by Midgley (1986, pp.
56 ff.).

The ball bearings used were 21/32 in. (ap-
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proximately 17 mm) in diameter, were made
of steel, and weighed 19 g. Before use, they
were washed to remove industrial grease; after
each experimental session they were washed
in hot water and dried immediately to prevent
rusting.

Throughout the experiment, low-volume
white noise (68.5 dB, scale C) was played
through the loudspeaker (35 ohm). The box
was situated in a quiet room lit by a 40-W red
light from a table lamp. Behavior was re-
corded, and experimental contingencies were
implemented, using a microcomputer (Com-
modore Pet®) programmed in BASIC. The
experimenter sat approximately 1 m from the
test chamber, opposite the left-hand side (i.e.,
the side nearer to the food dispenser).

Procedure

All rats were first trained to push the food
tray flap open and collect a pellet when a light
that shone into the food tray was illuminated.
This required four 15-min daily sessions. Sub-
sequent sessions, which were given one per
day, normally 7 days per week, and lasted for
15 min, involved the shaping algorithm out-
lined in the introduction to this experiment.
An observer (always the first author) recorded
all occurrences of the first five responses listed
in Table 1; the sixth response, ball bearing
deposit, was recorded automatically. This se-
ries of responses has the property that each
higher level response requires the preceding

liquid-hole m/s

Ballbearing dispenser
and tray

Lever light
Retractable lever

Outline view of the test chamber, approximately to scale. M/S = microswitch.

occurrence of all lower level responses. How-
ever, it was possible for several levels to occur
virtually simultaneously (e.g., a rat could touch
a ball bearing, move it, and move it towards
the hole in a single movement). In such cases,
only the highest level response of the sequence
was recorded. The reliability of this observer’s
coding of these and similar responses has been
found to be satisfactory, both by repeated cod-
ing of the same session from a videotape and
by comparison with the codings of an inde-
pendent observer (correlations of response to-
tals for individual sessions ranging from .92
to 1.00 for intraobserver tests, and .81 to .99
for interobserver tests: Midgley, 1986, Tables
3.2a and 3.1a).

Reinforcement was given according to the
algorithm, with parameter values determined
as follows. The amount by which FR schedules
were increased, when sufficient reinforcers had
been obtained for the corresponding response,
was one for all responses throughout the ex-
periment. For the remaining four parameters,
the first nine combinations listed in Table 2
were usually used in sequence, with progres-
sion from one to the next usually every third
session. However, this plan was varied for in-
dividual rats, depending on their performance.
Occasionally a combination was skipped if a
rat was learning quickly; in two cases it was
necessary to give additional magazine training
after a few sessions’ exposure to Combination
1; in several cases it was necessary to return
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Table 2
Parameter combinations used in algorithmic shaping. Parameters for each response are abbre-
viated as follows: Initial FR, the fixed ratio in force at the start of the session; Rfs/ratio, the
number of reinforcements before the fixed ratio for that response was raised by 1; Rfs/ext, the
number of reinforcements before the fixed ratios for all “lower” responses were raised to infinity;
and Max IRfI, the maximum time (in minutes) without reinforcement before the fixed ratios
for “lower” responses were restored to initial values. “MAX? stands for 32767 (i.e., effectively
infinite).
Response
Move
towards Reach Deposit
No. Parameter Approach Touch Move hole hole ball bearing
1 Initial FR 2 1 1 1 1 1
Rfs/ratio 5 7 10 20 20 MAX
Rfs/ext MAX 10 15 30 50 50
Max IRfI 3 3 2 2 2 2
2 Initial FR 4 3 2 1 1 1
Rfs/ratio 3 3 7 15 20 MAX
Rfs/ext MAX 4 7 20 50 50
Max IRfI 6 4 4 2 2 2
3 Initial FR 6 4 3 1 1 1
Rfs/ratio 3 3 4 10 20 MAX
Rfs/ext MAX 3 5 15 30 50
Max IRfI 8 6 5 3 2 2
4 Initial FR 10 5 4 1 1 1
Rfs/ratio 2 3 4 7 20 MAX
Rfs/ext MAX 3 5 7 30 50
Max IRfI 10 8 6 3 2 2
5 Initial FR 10 7 5 2 1 1
Rfs/ratio 2 2 3 7 15 MAX
Rfs/ext MAX 3 3 6 25 50
Max IRfI 12 9 7 4 2 2
6 Initial FR 10 10 7 3 2 1
Rfs/ratio 2 2 2 7 15 MAX
Rfs/ext MAX 3 3 5 25 50
Max IRfI 12 12 10 5 3 2
7 Initial FR 10 10 10 4 2 1
Rfs/ratio 2 2 2 4 12 MAX
Rfs/ext MAX 2 2 3 10 50
Max IRfI 12 12 12 7 3 2
8 Initial FR 10 10 10 10 4 1
Rfs/ratio 2 2 2 2 6 MAX
Rfs/ext MAX 2 2 2 4 5
Max IRfI 12 12 12 12 6 2
9 Initial FR 10 10 10 10 10 1
Rfs/ratio 1 1 1 1 1 MAX
Rfs/ext MAX 1 1 1 1 1
Max IRfI 12 12 12 12 12 2
10 Initial FR 10 10 10 2 1 1
Rfs/ratio 2 2 2 20 20 MAX
Rfs/ext MAX 2 2 4 30 50
Max IRfI 12 12 8 2 2 2
1 Initial FR 10 10 10 2 1 1
Rfs/ratio 2 2 2 4 15 MAX
Rfs/ext MAX 2 2 3 25 50
Max IRfI 12 12 12 7 3 MAX
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Table 3

Experiment 1. Numbers of sessions in which each parameter combination was used for each
rat. “Mag. training” indicates additional magazine training sessions given after the beginning
of shaping. “Backtracking” indicates the number of departures from the normal sequence of

combinations (1 to 9).

Rat
Combination 3 5 6 7 8 9 10 11 12 14
Mag. training — 3 1 — — — — — — —
1 2 8 11 2 2 2 4 2 2 2
2 3 5 5 3 3 3 4 3 3 3
3 3 3 3 — 3 2 3 3 3 3
4 3 3 3 1 — — 3 3 3 3
5 2 2 3 1 2 1 3 3 3 2
6 — — 3 1 — 1 2 — 3 3
7 1 2 7 1 — 3 11 1 3 5
8 — 3 9 1 1 2 3 — 7 4
9 2 — — 3 4 6 3 3 7 —
10 — — — — — — — — — 10
11 — — — — — — — — — 10
Total 16 29 45 13 15 20 36 18 34 45
Backtracking — 2 5 — — — 1 — — 1

to an earlier combination because the rein-
forcement rate dropped severely; and two ad-
ditional combinations (the last two in Table
2) were used with Rat 14, which was not pro-
gressing. The combinations used for each rat
are shown in Table 3.

During shaping, the houselight and the light
on the side wall above the open floor hole were
normally lit, and the food tray light was off.
When a pellet was delivered, the floor hole
light was turned off and the food tray light
was turned on. The lights were returned to
their normal state when the food tray flap next
closed, indicating that the food pellet had been
collected. At this stage, if there were no ball
bearings left in the chamber, one more was
delivered to the ball bearing tray at the back
of the chamber. Sessions started with six ball
bearings in the chamber, but this number was
reduced to one once a rat was reliably depos-
iting them. Shaping was continued for a max-
imum of 45 sessions.

RESULTS

‘Eight of the 10 rats learned to deposit the
ball bearings reliably within 45 sessions. These
rats required a median of 14.5 sessions (range,
10 to 34) for shaping; if the two failures are
included, the median rises to 21. Table 3, which
reports the rats’ progress through the param-
eter combinations listed in Table 2, gives an
idea of the relative speeds of learning. Figure

2 gives more details of the rats’ behavior during
shaping and of the reinforcement frequencies
for the precursor responses.

Of the 2 rats that did not acquire reliable
ball bearing deposit within 45 sessions, Rat 6
was still making progress at the end of this
time, and the changes in its behavior were
qualitatively similar to those seen in the 8 suc-
cessfully shaped rats. The other (Rat 14)
showed a quite different pattern, with high
frequencies of Move and Move Towards Hole
behavior from Session 4 onwards, and the
Reach Hole behavior never increasing. The
rat would bring the ball bearing near to the
hole and then move it backwards and forwards
there, as though constrained not to let it go.
This pattern of responding corresponds to what
Boakes et al. (1978) described as misbehavior
in a token deposit situation. On a smaller scale,
similar behavior was shown by other rats, with
temporary increases in Move and Move To-
wards Hole but not Reach Hole (or Move
Towards Hole and Reach, but not Deposit)
behavior without corresponding changes in re-
inforcement frequencies. The last two panels
of data shown for Rat 12 in Figure 2 are an
example: Move Towards Hole and Reach both
increase, despite negligible reinforcement. Ex-
cept in the case of Rat 14, however, the mis-
behavior effect was not strong enough to pre-
vent progression to reliable ball bearing deposit.

In Figure 2, the data are arranged in the
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Fig. 2. Experiment 1. Response and reinforcement
rates for ball bearing deposit and four precursor responses
during the first session of algorithmic shaping, the last
session in which parameter Combination 8 or below was
used (see Table 2), and three approximately equally spaced
intermediate sessions. Data are shown separately for each
rat. Labels such as “R7” identify individual rats, labels
such as “S10” identify session numbers. Open bars show
response rates, hatched bars reinforcement rates. The five
responses on the x axis are: A—touch ball bearing; M—
move ball bearing; MB—move towards hole; R—reach
hole (i.e., move the ball bearing in the vicinity of the hole);
D—deposit ball bearing. For more detailed definitions of
these responses, see Table 1. Note that where several re-
sponses occurred in an integrated sequence, only the final
response of the sequence was scored.

order of the number of sessions required to
achieve stable ball bearing deposit. An attempt
was made to distinguish between fast and slow
learners on the basis of the contingencies of
reinforcement imposed by the shaping algo-
rithm. However, there was no obvious pattern:
Slow learners received as many reinforcements
as fast learners in early sessions, for example.
The more successfully shaped rats did emit
more high-level responses early in training
(Spearman’s rho between sessions required and
Move Towards Hole in Session 1 = —0.75, p
< .01, two-tailed test), and it could be argued
that they thus engaged with the reinforcement
contingencies more quickly. But it could be
said equally that they required less shaping
because their preshaping performance was
closer to the desired response.

DiscuUsSsION

This first attempt at algorithmic shaping
was reasonably successful, in that all but 2 of
the subjects achieved reliable ball bearing de-
posit, and one of the failures showed substan-
tial relevant behavior change. Furthermore the
procedure made it possible to get an objective
record of misbehavior that occurred during ac-
quisition of a complex operant.

An important question, however, is whether
algorithmic shaping is as effective as hand
shaping, that is, the ordinary procedure in
which the experimenter decides at the moment
of observing behavior whether a particular re-
sponse should be reinforced or not. Only if the
algorithm works as well as an experienced
experimenter can it reasonably be claimed to
be a synthesis of what he or she does. To
investigate this question, the time taken to train
the rats to the point of token deposit was com-
pared with a previous experiment (Midgley,
1986, Experiment 1) in which 6 rats were
hand shaped to deposit ball bearings in the
same apparatus. The median number of 10-
min sessions required was 28 (range, 13 to 48)
for the 5 rats that were successfully shaped; 1
rat was still untrained after 75 sessions. The
results of the present experiment (eight suc-
cesses out of 10, taking a median of 13.5 15-
min sessions) are similar. Algorithmic shaping
is certainly not noticeably worse than hand
shaping for this task.

It should be noted that the present procedure
was not completely algorithmic. First, the ob-
server’s coding of the various responses could
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have been affected by her knowledge of the
experiment’s aims and the rat’s progress
through the training procedure. This is an un-
avoidable limitation in shaping a complex op-
erant. The experimenter’s judgment was also
involved in the progression from one param-
eter combination to the next, and because this
was the first experiment of its kind, it was not
practicable to establish a firm criterion for this
in advance.

The algorithmic shaping procedure made it
possible to observe the development of mis-
behavior, in the sense defined by Breland and
Breland (1961) and Boakes et al. (1978). The
data shown in Figure 2, though only an extract
from the protocols recorded, are sufficient to
show that intermediate types of behavior were
not maintained by adventitious reinforcement,
but rather increased in spite of decreasing re-
inforcement frequency, and increasing rein-
forcement frequencies for higher level types of
behavior. But the present data cannot establish
whether such misbehavior is due to the intru-
sion of unconditioned responses (as the Bre-
lands argued), to Pavlovian contingencies (as
Boakes et al. proposed), to motivational inter-
actions (see Timberlake, 1983; Timberlake et
al., 1982), or simply to reinforcement of the
final response in the chain.

In terms of the categories introduced by Platt
(1973), Figure 2 shows that successful shaping
was accompanied by a gradual increase in the
algorithm’s selectivity: The range of reinforce-
ment responses became steadily narrower.
Contact with the reinforcement contingencies
also tended to increase in the course of shaping;
the early sessions for some subjects (e.g., Rat
7) show little differential reinforcement,
whereas in the later sessions virtually-all rein-
forcers were given following Deposit or Move
Ball Bearing Towards Hole responses, and
lower responses went unreinforced. Both these
trends, however, seem to be more reflections
of what the rats’ changing repertoires made
possible, rather than causes of behavior change.

EXPERIMENT 2

The first experiment demonstrated that al-
gorithmic shaping could work, but the evi-
dence that it is as successful as hand shaping
depends on a comparison between experi-
ments, which is not very satisfactory. The fol-
lowing experiment therefore involved a direct

comparison between the two procedures. The
shaping algorithm was slightly refined in the
light of the results of Experiment 1: T'o reduce
dependence on the experimenter’s judgment,
fewer parameter combinations were used and
the criteria for progression between them were
specified more exactly. In the hope of speeding
up the shaping process, these criteria were also
less demanding than in Experiment 1. Finally,
to throw more light on misbehavior, the ob-
server rated the rats’ performance for apparent
misbehavior at the end of each session. The
intention was to see whether these ratings cor-
responded to any of the types of behavior being
coded systematically. In so far as they do, it
should be possible to study misbehavior by
scoring those specific types of behavior, with-
out doing violence to the more global idea of
what constitutes misbehavior that is expressed
in the observer’s ratings.

METHOD
Subjects

Ten experimentally naive female Lister
hooded rats were divided at random into two
groups of 5. They were approximately 10
months old at the start of the experiment and
their mean free-feeding body weights were 275
g (range, 254 to 306 g). They were maintained
under the same conditions as the subjects of
the first experiment; actual body weights dur-
ing the experiment averaged 89% of free-feed-
ing weights.

Apparatus

The experiment used the same apparatus
as Experiment 1, although it was located in a
different room in the same laboratory suite.

Procedure

All rats were trained to approach and eat
from the food tray as in Experiment 1. There-
after they were given one 20-min session per
day, usually 7 days per week, but the proce-
dure for the two groups differed as follows:

Algorithmic shaping group. The observer (al-
ways the first experimenter) recorded all the
types of behavior listed in Table 1, except ball
bearing deposit, which was recorded auto-
matically; Mouth and Chew were recorded in
this experiment, although no contingencies of
reinforcement were applied to them. The
shaping algorithm described in Experiment 1
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Table 4

Experiment 2. Codes used to rate the subjective impression
of the amount of misbehavior shown in each session.

Code Definition

1 No misbehavior: The rat handled the ball bear-
ings without displaying any misbehavior.

2 Efficient handling: At the beginning of training,
used for rats that very occasionally handled
the ball bearings more than was necessary for
reinforcement; at the end of training, used for
rats that handled the ball bearings in a stereo-
typed manner.

3 Excessive handling of no more than 25% of the
ball bearings.

4  Misbehavior towards between 25% and 50% of
ball bearings (e.g., carrying the ball bearing
towards the hole and then away again, appar-
ent conflict in letting the ball bearing drop
down the hole, or chewing, mouthing, and ex-
cessive rolling of ball bearings).

5  Similar behavior as in (4) but shown towards
over half the ball bearings.

6  Similar behavior as in (4) but to all or virtually
all the ball bearings.

7  Very excessive handling of all ball bearings,
combined with sitting for long periods of time
holding or mouthing ball bearings, or rolling
them to and fro.

was used. The parameter combinations used
were those listed in Table 2, with the exception
of Combination 1. The original intention was
to use each combination for 2 days for each
rat; however, because the rats in the present
experiment made more rapid progress than
those in Experiment 1, exposure to Combi-
nations 5, 6, 7, and 9 was reduced to 1 day,
and Combination 8 was omitted for 4 of the
rats and Combination 7 for 3 of these. In no
case was it necessary to give extra magazine
training or to return to an earlier parameter
combination.

Hand shaping group. The observer (always
the first experimenter) reinforced approxi-
mations to ball bearing deposit directly, using
one of the keys on the microcomputer key-
board. Ball bearing deposit was reinforced im-
mediately by the computer program. As in al-
gorithmic shaping, the session started with six
ball bearings present in the test chamber, and
an additional ball bearing was delivered when-
ever the last one present was deposited. No
record of behavior, other than ball bearing
deposit and food tray entry, was made.

For both groups, signal lights and food re-
inforcement were used in the same way as in

Experiment 1. Following successful training
to deposit ball bearings, all rats were given
two sessions in which ball bearing deposit was
the only reinforced response, and the observer
recorded all the other responses listed in Table
1. At the end of each session, the observer
recorded her subjective impression of the
amount of misbehavior shown, using the scale
given in Table 4.

RESULTS

All rats were shaped successfully. Algo-
rithmic shaping took a median of 8 sessions
(range, 8 to 11), and used a median of 827
reinforcers (range, 738 to 839); hand shaping
took about as long on average, but was slightly
more variable (median of 7 sessions, range, 6
to 14; median of 534 reinforcers, range, 367
to 1,103). Mean reinforcers per session were
somewhat higher for algorithmically shaped
than for hand shaped rats (medians of 92.3
and 78.8 reinforcers per session, Mann—Whit-
ney U5 = 2, p < .05).

Table 5 examines the effects of two crucial
steps in the shaping algorithm. Both were con-
cerned with the rat’s progress through the re-
sponse hierarchy. Step 4 (see the Introduction
to Experiment 1) specified that once a given
response had been reinforced a given number
of times, all responses lower in the hierarchy
were subjected to extinction; Step 5 specified
that if no response was reinforced within a
fixed time, reinforcement of the next lowest
response that was still occurring at a high rate
wasreinstated. The table shows, for each shap-
ing session of each rat in the algorithmic shap-
ing group, the number of times upward and
downward steps in the response hierarchy were
taken. Both the upward and downward steps
could take the rat through more than one level
of the hierarchy at a time, so the table also
shows the total number of levels upward and
downward through which the rats moved. Note
that although there were only six responses in
the hierarchy, a session in which there were
several steps upwards and downwards could
involve moving though more than six levels in
total (e.g., Rat 14, Sessions 6, 10, and 11).

Figure 3 shows response and reinforcement
frequencies of the five precursor responses in
five sessions for each rat in the algorithmic
shaping group. It can be seen that frequencies
of two precursors (Touch and Move Towards
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Table 5

Experiment 2, algorithmic shaping group. Effect of the shaping algorithm on the minimum
response required for reinforcement, session by session. Entries are the number of changes in
the minimum response level required for reinforcement, upward (i.e., in the direction of closer
approximation to the ball bearing deposit response) and downward. The second figure in each
column gives the total number of response levels through which the algorithm moved in each

direction during the session.

Rat
4 6 9 12 14
Session Up Down Up Down Up Down Up Down Up Down
1 2,2 1,1 2,2 1,1 2,2 — 1,1 — 2,2 1,1
2 2,3 1,2 2,2 1,1 2,3 1,2 2,3 — 1,1 —
3 2,3 — 2,3 1,2 2,3 1,2 3,3 1,2 2,2 1,1
4 2,3 1,2 2,5 1,2 2,3 1,2 2,3 — 2,3 1,2
5 2,5 1,2 2,5 1,2 1,3 1,2 2,4 1,3 2,5 2,4
6 2,5 2,4 2,5 1,2 1,3 1,2 3,4 — 3,7 3,6
7 1,3 — 2,5 1,2 1,4 1,1 2,4 1,1 2,4 1,1
8 2,5 1,2 2,5 1,2 2,5 — 2,4 — 1,3 1,2
9 2,4 — 4,6 2,3
10 3,9 2,8
11 4,16 5,13

Hole) remained high despite low or zero re-
inforcement rates.

The observer’s ratings of misbehavior were
examined for correlation, across sessions for
each individual rat, with the raw frequencies
of each reinforced precursor and with their
frequencies divided by the number of reinfor-
cers delivered (for all responses) in the session.
As regards raw frequencies, the most consis-
tent correlation was obtained with the number
of Mouth behaviors recorded per ball bearing
deposited (mean Spearman’s rho value = 0.69,
p < .05 for every rat). When the frequencies
per reinforcement were considered, the pre-
cursor behavior most consistently correlated
with the observer’s ratings of misbehavior was
Touch (mean Spearman’s rho between
Touches per reinforcer delivered and misbe-
havior rating = 0.68, p < .01 for 3 rats, non-
significant for the other 2). Ratings of mis-
behavior in the hand shaped group were not
significantly different from those in the algo-
rithmic shaping group. They could not, of
course, be tested for correlation with rates of
precursor behavior, because those types of be-
havior could not be recorded during hand
shaping.

DiscussioN

Experiment 2 confirmed that algorithmic
shaping is possible, and that it can be as ef-
ficient as hand shaping. The results of algo-
rithmic shaping were, indeed, somewhat more

consistent. This may be a reflection of the
slightly higher reinforcement rates it tended to
produce; perhaps algorithmically trained rats
are less likely than hand shaped rats to be
subjected to periods of extinction.

Both algorithmic and hand shaping were
more efficient in the present experiment than
previously (Experiment 1 of the present paper
and Experiment 1 of Midgley, 1986). This
may simply reflect a difference between the
subject samples (although the rats in the two
experiments came from the same strain and
supplier, they differed in age), or it may be an
effect of greater skill in the observer’s record-
ing of behavior. The latter explanation is sug-
gested by the fact that more unreinforced pre-
cursor responses were recorded in the present
experiment than in Experiment 1, suggesting
that the observer was following rapid se-
quences of behavior more closely. In inter-
observer reliability trials it was found that less
experienced observers coded many fewer re-
sponses than the present observer, although
their patterns of response frequencies were very
similar.

Table 5 shows that the minimum response
required for reinforcement frequently varied
during algorithmic shaping sessions. All ses-
sions involved at least some upward movement
in the response hierarchy as higher level re-
sponses increased in rate; the great majority
also involved some downward movement as
reinforcement rate fell. The table also shows
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Fig. 3. Experiment 2. Response and reinforcement
rates for ball bearing deposit and four precursor responses
during the first and last sessions of shaping and three
equally spaced intermediate sessions; Data are shown for
each rat in the algorithmic shaping group. T—touch ball
bearing; M—move ball bearing; MB—move towards hole;
R—reach hole (i.e., move the ball bearing in the vicinity
of the hole); D—deposit ball bearing. For more detailed
definitions of these responses, see Table 1. Other details
as in Figure 2.

that many of the movements involved more
than one level of the response hierarchy, be-
cause in the majority of cases the number of
movements made (up or down) is less than the
number of response levels moved through.
These results confirm that the rats’ behavior
was making contact with the rules of the al-
gorithm. As in Experiment 1, contact and se-
lectivity as defined by Platt (1973) both in-
creased in the course of shaping (see Figure
3).

The data from the algorithmic shaping group
show the development of misbehavior very
clearly. All these rats showed increases in some
precursor behavior during shaping, despite
falling reinforcement rates for them. The cor-
relational data show that the observer’s ratings
of misbehavior were most reliably correlated
with the Mouth behavior, and this was never
directly reinforced because it was not defined
as a precursor. It could of course form part of
reinforced behavior such as Move Towards
Hole, and some types of precursor behavior
also correlated with the observer’s misbehavior
ratings. Methodologically speaking, these two
results show that it should be possible to in-
vestigate the origins of misbehavior, during
shaping, by using objectively defined behavior
categories.

GENERAL DISCUSSION

The results of these two experiments con-
firm that, if the experimenter’s role is confined
to passively recording the frequencies of re-
sponses and successively closer approximations
to a desired response are selectively reinforced,
the desired response does indeed emerge. This
is in accordance with the results of Eckerman
et al. (1980), Platt and his colleagues (e.g.,
Alleman & Platt, 1973; Davis & Platt, 1983),
and Pear and Legris (1987); it extends their
work to the case of a complex operant emerg-
ing slowly through a chain of observable pre-
cursors that are specifically reinforced. As Pear
and Legris put it, such experiments “begin to
move shaping from the realm of art to that of
science” (p. 241).

The present data also show that the target
response will not necessarily dominate behav-
ior; precursor responses, and responses never
directly reinforced, remain at high levels. At
least some of these are correlated with an ex-
perienced observer’s subjective ratings of mis-
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behavior. Clearly, though, the occurrence of
such misbehavior does not necessarily make
shaping impossible.

These experiments extend substantially the
scientific base on which the practice of shaping
is founded. They do so not because they are
on an impressive scale themselves, but because
there has been so little systematic work on the
subject previously. However, they leave a
number of important questions unanswered.

The first is the genesis of the precursor re-
sponses. We chose a particular set of precur-
sors for use in these experiments from our
experience of hand shaping the target re-
sponse. Could precursors be selected in some
less arbitrary way? In this respect the use of
a response continuum, as in the experiments
of Pear and Legris (1987), has advantages over
a heterogeneous sequence: Deciding to shrink
the reinforced virtual sphere towards a target
location involves much less experimenter judg-
ment than does deciding which of many dis-
crete responses to include in a precursor hi-
erarchy.

Second, the shaping algorithm we used is,
of course, not the only one possible. We at-
tempted to include in it all the reinforcement
contingencies and variations in contingencies
that we felt we had used during previous ex-
periments involving hand shaping of ball bear-
ing deposit. It included large numbers of pa-
rameters, so that we could try to reproduce the
conditions of hand shaping quite precisely. But
from the point of view of exploring the deter-
minants of shaping, a much simpler algorithm
might well be better—and there is no reason
to suppose that it would not work. Table 5
shows that the key features of the algorithm
were all invoked in typical shaping sessions,
but it should be possible to produce simpler
rules that incorporate those features while hav-
ing far fewer parameters. The interval per-
centile schedule proposed by Platt (1973) would
be one possibility. The data in Table 5 do sug-
gest that straightforward percentile reinforce-
ment would not be wholly satisfactory, because
of the frequency with which the time-based
backtracking rule was invoked (percentile re-
inforcement ignores the distribution of re-
sponses in time).

Finally, the present experiments are only a
demonstration that algorithmic shaping can
work. If the algorithm had failed, we should
have had to rethink our account of shaping in

terms of the reinforcement of successive ap-
proximations to the desired response. But much
stronger tests of that account are possible by
simple variations in the shaping algorithm.
Suppose, for example, that we had arranged
the responses in the hierarchy in reverse order,
or made reinforcement probabilities increase
instead of decreasing as response rates in-
creased. Such manipulations ought to have
dramatic effects on the success of shaping. The
possibilities for further experimentation (which
may not need to use such difficult responses as
ball bearing deposit) are considerable.
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