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Analyses of free-operant choice usually employ one of two general procedures: the simple
concurrent procedure (i.e., a concurrent variable-interval variable-interval schedule) or
the concurrent-chains procedure (i.e., concurrently available initial links, each leading to
an exclusively available terminal link). Theories about choice usually focus on only one of
the two procedures. For example, maximization theories, which assert that behavior is
distributed between two alternatives in such a way that overall rate of reinforcement is
maximized, have been applied only to the simple concurrent procedure. In the present
paper, a form of the pairing hypothesis (according to which pairings between one stimulus
and another affect the value of the first, and pairings between responses and reinforcers af-
fect the value of the former) is developed in a way that allows it to make qualitative predic-
tions with regard to choice in a variety of simple concurrent and concurrent-chains pro-
cedures. The predictions include matching on concurrent variable-interval variable-
interval schedules, preference reversal in the self-control paradigm, and preference for
tandem over chained terminal links.

Key words: choice, reinforcement, conditioned reinforcement, matching, maximizing,
melioration, concurrent schedules, concurrent-chains schedules, feedback functions

INTRODUCTION

Choice procedures involve studying how an
organism distributes its behavior across two or
more simultaneously available alternatives. A
result that has proved central was reported by
Herrnstein (1961): When exposed to two con-
currently available variable-interval (VI)
schedules, pigeons distributed their responses
between the two keys in approximately the
same proportion as reinforcers were received.
That is, if twice as many reinforcements were
received on the left as on the right, pigeons
tended to respond about twice as often on the
left as on the right. This may be expressed as:

D RL LR (1)
PR RR
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Here, PL and PR represent responses on the
left and right, and RL and RR represent rein-
forcers received on the left and right. Subse-
quently it was found that the distribution of
time also tends to equal, or match, the distri-
bution of obtained reinforcers (Brownstein &
Pliskoff, 1968; Catania, 1966):

TL= RL
TR RR

(2)

TL and TR represent times spent on the left
and right sides.

Because matching is such an orderly phe-
nomenon, a good deal of effort has gone into
both generalizing it to new situations (such as
single-key schedules, multiple schedules, and
concurrent-chains schedules) and to explain-
ing why it occurs in the first place. For exam-
ple, it has been said that matching occurs
because that is the distribution of behavior
which maximizes overall rate of reinforcement
(Rachlin, Green, Kagel, & Battalio, 1976;
Staddon & Motheral, 1978), a process that
may be called global maximization. Others
(e.g., Hinson & Staddon, 1983; Shimp, 1969)
have suggested that matching results from a
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process, termed momentary maximizing, of
always emitting that choice response with the
highest momentary probability of reinforce-
ment.

There are two procedures commonly used
in the study of choice, the simple concurrent
procedure and the concurrent-chains pro-
cedure. In the case of the simple concurrent
procedure, two or more alternatives are
simultaneously available. Responses on each
give rise, according to some schedule, to
primary reinforcement. In the case of the
concurrent-chains procedure, responses give
rise, according to some schedule, to some fur-
ther stimulus in whose presence primary rein-
forcement is delivered, according to some dif-
ferent schedule (the 'terminal link"). During
that terminal link the other alternatives are
unavailable (i.e., the alternative keys are
darkened). The primary difference between
the two procedures, then, is that whereas
choice responses are directly reinforced in the
case of the simple concurrent procedure, in the
case of the concurrent-chains procedure choice
responses produce other stimuli, in whose
presence primary reinforcement is delivered.
The matching relation discussed above was
found using the simple concurrent procedure,
with VI schedules on each of the alternatives.
On the concurrent-chains procedure, it be-
comes necessary to incorporate the effect of
delayed reinforcement into one's analysis of
choice. The usual tactic has been to assume
that matching of some form is occurring on
such schedules, and to hypothesize just what
the variables are to which the organism is
matching.

However, there has occurred a certain divi-
sion in the study of choice: In general, those
who study choice in the concurrent-chains
situation tend to assume some form of match-
ing as an axiom, while that very assumption is
being challenged by some others (e.g., ad-
vocates of global maximization or momentary
maximization) studying choice using the sim-
ple concurrent procedure. The tactic pursued
in the present paper involves taking a par-
ticular form of what is sometimes called the
pairing hypothesis, and developing it in such a
way that both the process of melioration

(Hermstein & Vaughan, 1980) and the condi-
tioned values of stimuli present during the ter-
minal links of concurrent chains may be
deduced. Because, on simple concurrent sched-
ules, melioration leads to matching at
equilibrium, the present approach simul-
taneously addresses two domains of data, and
so provides one possible link between them.

MATCHING ON CONCURRENT
CHAINS, MAXIMIZATION, AND

MELIORATION

Four models of choice on concurrent-chains
schedules will be reviewed, primarily for pur-
poses of orientation. In addition, predictions of
the model to be developed here will be com-
pared with predictions of these other models in
terms of certain known data.
Baum and Rachlin (1969) suggested a par-

ticularly straightforward model: The ratio of
times in two situations equals the ratio of the
products of reinforcer rate, amount (Ai), and
immediacy (Ii):

TL RLALIL
TR RR'R

(3)

Although this was suggested primarily with
respect to simple concurrent schedules, the in-
clusion of immediacy (the reciprocal of delay)
logically implies the concurrent-chains pro-
cedure. At the time it was proposed, this for-
mulation provided an integration of data from
a number of experiments (e.g., Catania, 1963;
Chung & Herrnstein, 1967). For Baum and
Rachlin, Equation 3 constitutes an axiom, in
the sense that no attempt is made to deduce it
from other, more primitive assumptions.
A second model, the delay-reduction hy-

pothesis, was introduced by Fantino (1969a),
who pointed out that certain earlier formula-
tions had relied largely on data from con-
current-chains experiments in which the initial
links were concurrent VI 60-s schedules. Fan-
tino reasoned that with unequal terminal links
(so that one was better than the other), as
equal initial links became richer, behavior
should shift toward the better side, an outcome
inconsistent with these earlier models. He

384



CHOICE: A LOCAL ANALYSIS

reported data in accord with this intuition, and
suggested an equation that would handle these
data. As formulated by Squires and Fantino
(1971), this reads:

TL RL(T-t2L) (4)

TR RR(T- t2R)

Here, T is the average time to primary rein-
forcement from the onset of the initial links, t2L
and t2R are the left and right terminal-link
times, and RL and RR are the overall rates of
reinforcement on the left and right keys. That
is, RL equals the number of reinforcers during
a left terminal link, divided by the sum of the
left initial-link schedule and the left terminal
link. This formulation has been applied to a

wide range of experiments over more than 10
years.

A third approach was taken by Davison and
Temple (1973), who reported the results of a

large number of concurrent-chains experi-
ments with fixed-interval (FI) terminal links.
They proposed the following formnulation as an

alternative to that of Squires and Fantino:

TL RLt2R (5)
TR RRt2L

Here, RL and RR have the same meanings as

for Squires and Fantino. Times in the terminal
links, inclusive of reinforcer times, are repre-

sented by t2L and t2R. E is a factor reflecting the
ratio between obtained and programmed ter-
minal-link entries. For example, if the initial
links were VI 30 s on the left and VI 60 s on

the right (so that the programmed terminal-
link entries were in a ratio of 2 to 1), but the
left terminal link was entered three times as

often as the right, E would equal 1.5.
The fourth approach to be discussed is that

of Killeen (1982), whose model of behavior on
concurrent chains is based primarily on

theoretical considerations (incentive theory).
The equation that Killeen suggested is:

TL RL[exp( - qt2L) + l/t2LI (6)

TR RR[exp( qt2R) l/t2R]

In this equation Ri and t2i have the same

meanings as for Squires and Fantino. Al-

though Killeen usually left the parameter q at
0.125, if changing q and/or introducing a bias
term increased the amount of variance ac-
counted for by more than 2%, he made such
changes when addressing existing data.

Notice that the four models discussed above
all assume some form of matching: The ratio
of behavior on two schedules equals the ratio
of some function of the schedule parameters.
This is the sense in which these approaches
take matching as an axiom. Maximization
theory, whether global or momentary, assumes
that no form of matching is basic; rather, it is
assumed that animals behave in ways that
maximize overall value or the probability of
reinforcement at each response. Matching, by
this account, just happens to coincide with
maximization in a number of situations. On
simple concurrent variable-ratio (VR) sched-
ules, nearly exclusive preference is exhibited
for the better side (Herrnstein & Loveland,
1975), a strategy consistent with both forms of
maximizing (as well as with matching). Using
a computer simulation of concurrent VI
schedules, Rachlin et al. (1976) reported that,
at matching, global rate of reinforcement is
maximized on such schedules. The same re-
sult was shown analytically (making certain
assumptions regarding the form of the VI
feedback function) by Rachlin (1978) and by
Staddon and Motheral (1978).

Herrnstein and Vaughan (1980) suggested
an alternative interpretation of these data,
which they termed melioration. They pro-
posed that rather than maximizing overall rate
of reinforcement (or the probability of rein-
forcement for each response), organisms are
sensitive to the local rates of reinforcement on
each of two alternatives (i.e., number of rein-
forcers produced by responding on a side di-
vided by time on that side). If the local rate on
one side is higher than on the other, melio-
ration specifies that more time will be spent on
the better side. This process can account for
maximization on concurrent VR schedules
and for matching on concurrent VI schedules.
In addition, it is consistent with a number of
procedures explicitly designed to discriminate
between melioration and global maximization
(Boelens, 1984; Herrnstein & Vaughan, 1980;
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Vaughan, 1981; Vaughan, Kardish, & Wilson,
1982; also see Herrnstein & Heyman, 1979;
Lea, 1976; Mazur, 1981).

A GENERALIZATION OF
MELIORATION

The particular generalization of melioration
pursued here is based in part on the attempt
(Vaughan, 1982) to derive melioration from a
strengthening process similar to that of Res-
corla and Wagner (1972). Vaughan suggested
that the value of a key (i.e., its strength as a
conditioned reinforcer) was a function of the
rate at which transitions occurred from that
key to food. Let VIL represent the value of the
left key in a concurrent key condition, and V2L
represent the value of food produced by re-
sponding on that key. The first assumption to
be made here is that V1L is a negatively ac-
celerated function of rlL (short for RL/TL-
reinforcers on the left divided by time on the
left), approaching asymptote at V2L for high
rates of food delivery. If reinforcement rate
were to fall to zero, it is further assumed that
the value of the key would approach its uncon-
ditioned value, represented by V'IL. For a key
this unconditioned value is assumed to be
zero. Figure 1 shows the case in which (local)
rate of reinforcement on the left (riL) is greater
than on the right (rlR): The value of the left key
(VIL) will be greater than that of the right
(VIR). A bent arrow (at V'1) indicates the un-
conditioned value of the stimulus under con-
sideration. Arrows leading away (VIL and VIR)
signify dependent variables (in terms of the
specific function under consideration), and ar-
rows leading to the function signify indepen-
dent variables. As will be seen below, in some
cases independent variables for some functions
are dependent on other functions.
The function shown in Figure 1 is a simple

hyperbola:

VI= rV2 (7)
r + a

Here, V1 is the value of the stimulus under
consideration, V2 is the value of the stimulus
(at the moment it is presented) to which tran-
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Fig. 1. Value of the left key (VIL) and right key
(VIR) as a function of rate of transition on the left (r1L)
and right (r1R) to a stimulus whose onset has value V2.
V'1, assumed to be zero for a keylight, is the uncondi-
tioned value of Stimulus 1. Dependent variables for
this function are shown as arrows leading away, and
independent variables are shown leading to the func-
tion. A bent arrow signifies the unconditioned value of
a stimulus. In the specific case shown, the rate of rein-
forcement on the left is 225 per hour and on the right is
100 per hour, leading to a higher value on the left than
on the right.

sitions are made, r is the rate of transition (in
transitions per second), and a is a parameter
(in this case 0.1) that controls the rate at which
the asymptote is approached (see Appendix 1
also).
On a simple concurrent VI VI schedule, the

number of reinforcers delivered on one side is
relatively independent of the amount of time
spent there, given that changeovers occur
moderately often. Consider, for example, a
concurrent VI 40 s on the left and VI 60 s on
the right. On the latter, a reinforcer will be
received approximately once every minute, or
60 times per hour. If, in an houres session, only
one third of that hour is spent on the right, the
local rate on the right will be 60 reinforcers
divided by one third, or 180 reinforcers per
hour. As this suggests, local rates of reinforce-
ment are a function both of the VI schedules in
effect and of the distribution of behavior. As
usually programmed, the overall rate of rein-
forcement obtained on a VI schedule also de-
pends somewhat on the distribution of behav-
ior. However, in the case of what have been
called linear VI schedules (Vaughan, 1976,
1982), local rate of reinforcement on a side
does in fact equal the overall programmed rate
divided by relative time on that side. Figure 2
shows local rates of reinforcement on the left
and right, given a linear VI 40 s on the left
and a linear VI 60 s on the right, as a func-
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Fig. 2. Rate of transition (from keylight to food)
on the left key (rlL) and right key (r1R) as a function of
the overall programmed rates of reinforcement on the
left (RL: 90 per hour, or a VI 40 s) and right (RR: 60
per hour, or a VI 60 s) as well as relative time on the
left (IL, 0.4 in this case). With linear VI schedules,
r1L = RL/tL and rlR = RR/(l - L), or RR/tR.

tion of relative time on the left. In this Figure,
riL and rlR represent what the local rates of
reinforcement would be if relative time on the
left (tL) were to equal 0.4, and RL and RR
represent overall programmed rates of rein-
forcement on the left and right of 90 and 60
per hour, respectively.
The dependent variable of Figure 2 is local

rate of reinforcement (transitions per hour),
the independent variable of Figure 1. This
allows the two figures to be conjoined, as in
Figure 3, which shows the value of the left and
right keys as a function of both the VI sched-
ules in effect and the distribution of time on
them. Here it can be seen that at 0.4 relative
time on the left, the value of the left key will be
greater than that of the right key.

In Vaughan (1982), changeovers from a key
lower in value to one higher in value were
assumed to strengthen the tendency to make
that changeover response, whereas change-
overs in the opposite direction were assumed
to weaken the tendency to make that latter
response. It was further assumed that if the
strengths of changeover responses were
modified as just mentioned, more time would
come to be distributed to the key with greater
value, because of those changes in strengths.
One formalization of these assumptions may
be expressed as:

d TL /dt =fX(VL- VIR). (8)
TL+ TR

RR
Trans per hour

Fig. 3. Conjunction of Figures 1 and 2, showing
values on the left (VIL) and right (VIR) as a function of
RL, RR, and tL. Note that rlR and r1L are dependent
variables with respect to the lower part of the figure
and are independent variables with respect to the up-
per part.

The left side of this equation represents the
rate at which relative time on the left changes.
The functionf. is assumed to be differentiable,
monotonically increasing, and to have the
property thatf(0) = 0. According to this equa-
tion, if the value on the left exceeds that on the
right, the rate of change of relative time on the
left will be positive (or under certain condi-
tions, zero), and vice versa. If the value on the
left equals that on the right, the rate of change
of relative time on the left will be zero. The
subscript x represents a vector parameter, con-
sisting of a number of components, possibly
including relative times on the alternatives and
values of those alternatives. Its only role is to
imply that the functionfmay not be the same
under all conditions, though it must always
satisfy the above constraints. Myerson and
Hale (1984), for example, have shown for
some conditions that the rate of change on a
side approaches zero as exclusive preference is
approached. Equation 8 is represented in two
ways in Figure 4, for the case of two keys, of
values VIL and V1R. Panel A shows the
derivative of relative time on the left, with
respect to time, as a function of V1L - VIR.
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Fig. 4. A: Derivative of relative time on the left, with
respect to time, as a function of difference between value
on the left and right. B: An alternative representation,
with derivative of relative time on the left shown as an up-
ward arrow, indicating rate of change of tL. Although it is
assumed the function must satisfy certain constraints, the
function itself may change as a function of certain quan-
tities (e.g., VIL or VIR)-

A slightly different representation is shown in
Panel B. Here the x axis again represents
value, but the origin is shifted to the value on
the right, V1R. Rate of change in relative time
on the left can then be read off as the value of
the function corresponding to V1L. The up-
ward arrow below V1L corresponds to the rate
(and direction) at which relative time on the
left changes. Scale values are omitted from this
figure because few relevant data are available.

Figures 3 and 4 may now be conjoined, as
shown in Figure 5. The abscissa of the melio-
ration function has been lined up with relative
time on the left (tL). Note that there are now
two functions for value (on the left and right
keys), shown separately for simplicity. These
two values constitute the input for the process
of melioration, whose output constitutes a rate
of change of relative time on the left. In the ex-
ample illustrated, value on the left exceeds that
on the right, so relative time on the left will in-
crease (the arrow for change of tL is nonzero
and points up). Equilibrium is reached when
the two local rates of reinforcement are equal,
because at that point the values of the two keys
are equal. The equilibrium is stable because
deviations from that distribution of behavior
change the local rates in such a way that the
above distribution is again approached. Equal-
ity of the two local rates of reinforcement is
equivalent to Equation 2, matching of time
ratios to reinforcer ratios. The model shown in
Figure 5, then, constitutes a possible explana-
tion of why such matching occurs.

Before attempting to extend this model to

Trans per hour

Fig. 5. Conjunction of Figures 3 and 4(B). With
VI 40 s on the left key and VI 60 s on the right key, if
relative time on the left equals 0.4, the value on the left
will be greater than on the right, so relative time on the
left should increase. See text for details.

concurrent-chains experiments, it is worth
pointing out a number of its properties. The
use of linear VI schedules is not integral to the
model, but simply serves to make the mathe-
matics easier. In principle, any feedback func-
tion could be employed. Second, according to
this model the direction in which the distribu-
tion of behavior shifts does not depend on
overall rate of reinforcement, but only on local
rates, as specified in Equation 8. The model is
thus to some extent confirmed by experiments
that favor melioration over global maximiza-
tion (e.g., Boelens, 1984; Herrnstein & Hey-
man, 1979; Lea, 1976; Mazur, 1981; Vaughan
et al., 1982). Third, the transition to reinforce-
ment or to a conditioned stimulus is assumed
to strengthen immediately preceding behavior
(e.g., Ferster & Skinner, 1957; Morse, 1966;
Skinner, 1938) or to change the value of con-
tiguous stimuli. The model is thus an example
of two-factor theory. Finally, rather than
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specifying that the distribution of behavior
will, say, match the distribution of obtained
reinforcers, the model specifies whether or not
behavior will tend to shift (and if so, in what
direction). This allows the model to make pre-
dictions regarding situations that involve un-
stable, neutral, and stable equilibrium (e.g.,
Vaughan, 1981; Vaughan & Herrnstein, in
press), a property that is usually only implicit
in most other models.
As mentioned above, the only difference be-

tween simple concurrent VI schedules and
concurrent-chain schedules is that in simple
concurrents, reinforcers are produced im-
mediately by certain responses during the
choice phase, but in concurrent chains a
signaled delay of some sort is interposed be-
tween those choice responses and the availa-
bility or delivery of reinforcement. Figure 6
shows a schematic representation of the con-
current-chains procedure. The two initial links
are concurrently available, and a certain pro-
portion of time will be spent on each, as deter-

Changeover
responses

mined by the choice responses. Time spent on
each initial link gives rise, with some local
rate, to the terminal link for that side (usually
signaled by a change in key color), while the
other side is darkened. On some schedule
(e.g., VI), reinforcement is then made avail-
able. Following this, the initial links are usu-
ally reinstated. In the model discussed above,
during the choice phase each side has a value
that is a function of the rate of transititon to
reinforcement, as well as of the value of rein-
forcement itself. A straightforward generaliza-
tion of this model would involve the interposi-
tion of another such function between the
choice phase and reinforcement, to parallel the
terminal link schedule shown in Figure 6. In
this way, the value of a terminal link would be
a function of both the rate at which food was
presented while it is in force and the value of
food. The value of an intital link, in turn,
would be a function of both the rate at which
the terminal link was presented and the value
of that terminal link.

t I
Initial link-

terminal link
transitions

1

Terminal link-
reinforcement
transitions

Fig. 6. Schematic representation of the concurrent-chains procedure. The left and right initial links are con-

currently available; terminal links are mutually exclusive. Responses on each initial link produce transitions to
the respective terminal link with some frequency; each terminal link will then give rise to reinforcement with
some frequency. See Appendix 4 for a discussion of the effect of events following reinforcement.

Left initial
link

Left
reinf

Right initial
link

Right terminal
link

Right
reinf
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Recall that a hyperbola (Equation 7) was
used to model the value of a stimulus as a
function of both the rate of transition to a sec-
ond stimulus and the value of that second
stimulus. If it is assumed that the uncondi-
tioned value of stimulus 1 (V'1) need not be
zero, Equation 9 is used:

r(V2- V'1)
r+a (9)

(See also Appendix 2.) According to this equa-
tion, V1 (the conditioned value of Stimulus 1)
is bounded by V'i (the unconditioned value of
Stimulus 1) as r approaches zero, and by V2
(the conditioned value of Stimulus 2) as r

grows large. (V2, in turn, is calculated in an

analogous manner, being bounded by V'2 and
V3.)

Figure 7 shows, for two values of a, a

number of graphs of Equation 9. On the left
the equation is plotted in terms of r, rate of
transition to the next stimulus; on the right it is
plotted in terms of 1/r, or duration of the
stimulus (in seconds). For the upper two func-
tions, V2 is greater than V'1; for the lower two
functions, V2 is less than V'i. In the case of the
upper two functions, a value of a equal to 0.2
generates a curve below that for a equal to 0.1.
In what follows, the former will be used for FI
terminal links, and the latter for VI terminal
links. This is one of a number of ways to gen-

erate a preference for VI over FI terminal
links, given equal rates of reinforcement
(Herrnstein, 1964).

Figure 8 makes explicit the way in which the
value of an initial-link stimulus is assumed to
be functionally related to the value of a ter-
minal-link stimulus, which in turn is assumed
to depend on the value of reinforcement (V3)
as well as on the rate at which reinforcement
occurs (top: r2), or, equivalently, on the dura-
tion of the terminal-link stimulus (bottom:
I/r2). V3, the value of reinforcement at the mo-
ment it is presented, constitutes the asymptote
(i.e., the maximum possible value) for the
value of the terminal link. With r2 equal to
1800 transitions per hour (or 0.5 transitions
per second), V2 is the value of entering the ter-
minal link. This in turn constitutes the asymp-

V2[L LL- 1 r-. .. 1

0 180 360 540 720 900 15 12 9 6 3 0

Trans per hour (rx3600) Duration in s (i/rI

Fig. 7. Plots of Equation 9. Top: V2 > V'1. Bot-
tom: V2 < V'1. Left: as a function of r (rate of transi-
tion). Right: as a function of l/r (duration). In each
case two values of a are shown, 0.1 for the case of VI
schedules and 0.2 for the case of Fl schedules.

tote for the value of the initial link. It is im-
material whether rate (top) or duration (bot-
tom) is employed.
The value of reinforcement as a function of

its duration will also fit within this framework.
Let the unconditioned value of food (the value
of food at the moment it is presented, given
that it will be on arbitrarily long) be positive;
for convenience, a value of 10 will be em-

ployed here. Further, let the value of the
keylight following food be zero. Then the

3 _2

0 IL 0 iz~) oC1 24 300 i2c10 ',00 2 400:)
'2

> Trcns per hour Trc-.s per h,ur

4-V3

4

4~~~~~~~~~~~V -

2

0 60 120 810 2-40 -300' 5

Trons per hour Duration in s

Fig. 8. Representation of how the value (V2) of a

terminal-link stimulus (right functions) varies as a

function of the value of reinforcement (V3) and the rate
of transition to reinforcement (top: r2), or, equiva-
lently, the duration of the terminal link (bottom: U/r2).
The function determining value for the intitial link is
shown on the left.
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lower right portion of Figure 7, with V'1 equal
to 10, V2 equal to zero, and a equal to 0.2
represents the value of food as a function of its
duration (a will equal 0.2 if food is to be kept
on for a fixed duration). For example, if food is
on for a duration of 4 s (1/r3), it will have a
value of 4.44 (1V3), as shown in Figure 9. Note
that nothing is being said about the value of
terminal-link stimuli, or reinforcers, after their
onset. Halfway through 4 s of food, for exam-
ple, it is not being said that the momentary
value of food is equivalent to the onset of 2 s of
food. Only the values of these stimuli at their
onset is being addressed. With regard to initial-
link stimuli, however, the assumption is made
that value is approximately constant over
time, because reinforcement (or the transition
to a terminal link) is approximately equiprob-
able at each moment of time. These consid-
erations imply that the model applies only to
concurrent VI VI initial links, and not to VI
FI or FI FI initial links.

Figure 10 shows the complete model, for the
case of concurrent VI 60-s initial-link sched-

10 . <_ _ _ .J
9

8

7-

5
4-V3

4
- -\

3

2 -

I
\

0 -_ V4
5 4 3 2 1 0

/r3
Duration in s

Fig. 9. The value of reinforcement (V3) as a func-
tion of its unconditioned value (V'3), its duration
(1/r3), and the value of the following stimulus (V4),
here assumed zero.

ules, leading to an Fl 2 s (left) and an FI 4 s
(right). Function A shows the value of food on
the left ( V3L) as a function of its duration
(1/r3L), in this case 4 s. V3L is then the asymp-
tote of the left terninal link (Function B) plotted
in terms of duration. With a left terminal link
consisting of an FI 2 s (l/r2L), V2L represents
the asymptote of the left initial link. Function
C represents the value of the left initial link as
a function of its rate of transition (rlL) to the
left terminal link. That value (V1L) is then one
of two inputs to the process of melioration.
The rate of transition to the left terminal link,
rlL, depends on the left initial-link schedule
(Function D) in conjuction with the distribu-
tion of time on that schedule (0.4 in this case).
On the right, reinforcement is 4 s in dura-

tion (1/r3R). G shows the value of the right in-
itial link, which depends on the rate of transi-
tion (rlR) from that stimulus to the right ter-
minal link. The right initial-link schedule (H)
and relative time on the right (0.6) in turn
determine rlR.
The values of the left and right initial links

feed into the process of melioration (I), whose
output is an arrow showing the rate and direc-
tion of change in relative time on the left (tL).
Under the conditions shown, relative time on
the left will increase. Equilibrium will be
reached when relative time on the left equals
0.58. At this point the local rate of reinforce-
ment on the left (rate of transition from the in-
itial link to the terminal link) will be less than
that on the right (60/0.58 = 103 versus
60/0.42 = 143 per hour). These unequal rates
of reinforcement are such that they just
balance the unequal values of the terminal
links, so that the two initial links are equal in
value (VIL = VIR). At this point the two criteria
that are necessary and sufficient for stable
equilibrium are met: The initial links are
equal in value, and deviations from that point
set up conditions tending to drive behavior
back to that point. Note that this abstract form
of matching is a theorem, rather than an ax-
iom, within the present model.
Given concurrent linear VI schedules, it is

possible to represent analytically relative time
on the left at the point where behavior is
stable, as a function of overall transitions per
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Fig. 10. Analysis of a concurrent-chains procedure, assuming on the left key (top functions) 4 s of reinforce-
ment (A), an FI 2-s terminal link (B), and a VI 60-s initial link (D), giving rise to a value for the left initial link
(C). On the right key (bottom functions) is shown 4 s of reinforcement (E), an Fl 4-s terminal link (F), and a

VI 60-s initial link (H), giving rise to a value on the right initial link (G). Given 0.4 relative time on the left, the
present model specifies that relative time on the left will increase (I). See text for details.

second programmed on the left (RL) and right
(RR) concurrent schedules, and the values on

the left (V2L) and right (V2R) to which transi-
tions are made:

TL RLRR(V2L- V2R)+ aRLV2L (10)

TL + TR a(RL V2L + RR V2R)

(This equation is derived in Appendix 3.) In
the present case, with concurrent VI 60-s in-

itial links, RL= RR = 0.0167 (60/3600) transi-
tions per second. V2L=3.17 and V2R=2.47.
Substituting these values into Equation 10
gives TL/(TL + TR) = 0.58.

It can be seen from Figure 10 that the pres-

ent model is both very general (in the sense of
being unambiguously applicable to a wide
range of experiments) and conceptually very

simple. Suppose, for example, that one ter-
minal link consisted of two signaled FI sched-

ules leading to food (chained FI FI). It would
be necessary only to insert another function in-
to Figure 10. Similarly, a simple concurrent
experiment would involve removing Functions
B and F. The same result is approached con-

tinuously if l/r2L and l/r2R are made to ap-
proach zero continuously: There is no discon-
tinuity upon going from a nonzero to a zero

terminal link. Functions A, B, C, E, F, and G
are all plots of Equation 9.

Notice that the values of the stimuli follow-
ing food (V4L and V4R) have been left at zero.

Technically, these should be set to the values
of the keylights during the initial link. At the
level of resolution attempted here, however,
doing so would serve only to complicate
analyses without significantly affecting the
qualitative predictions (see Appendix 4).
To summarize, the model is composed of

only two equations (Equations 8 and 9), along
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with a set of subsidiary assumptions (e.g., that
the unconditioned value of a keylight is zero).
The use of linear VI schedules is not neces-
sary, but serves to simplify the mathematics.
Various experimental situations may be mod-
eled by means of the appropriate concatena-
tion of Equation 9, followed by the application
of Equation 8 (or, equivalently, Equation 10).
The simplicity of the model derives directly
from the fact that only local events affect
behavior, or the values of stimuli; the effect of
delayed reinforcement is assumed to be medi-
ated by conditioned reinforcers. The primary
question remaining, then, is how the model
compares with others in addressing actual
data.

IMPLICATIONS

For several areas of research, experimental
findings will be discussed, the workings of the
present model will be explicated graphically,
and predictions derived from the present model
along with those derived from the previous
models mentioned in the introduction will be
examined. Finally, three as yet untested im-
plications of this model will be mentioned.

In making predictions from Davison and
Temple's (1973) model, their parameter E was
left at one. For the Squires and Fantino (1971)
model, the suggestion of Navarick and Fan-
tino (1976) was incorporated: If reinforcer
durations in the two terminal links differed,
and those terminal links were nonzero in dura-
tion, the terminal link leading to the longer
reinforcer was multiplied by the ratio of the
smaller to the larger reinforcer. For Killeen's
(1982) model, his Equation 13 was incorpor-
ated to account for duration of reinforcement.
In additon, his parameter q was left constant at
0.125, and no bias term was employed. No at-
tempt has been made to apply any model to
situations for which it was obviously not
designed.

Although leaving all parameters fixed may
be judged inappropriate in some cases, doing
so is equivalent to asking whether a given
model could make accurate qualitative predic-
tions for an as yet untested situation. This is
consistent with the traditional focus on predic-
tion and control that one finds within the ex-

perimental analysis of behavior. An alter-
native exercise, not undertaken here, would
involve incorporating analogous free param-
eters into each of the models and fitting them
to some set of data.

Fl Terminal Links Kept at a Constant Ratio
The first area to be considered is that of

concurrent-chains experiments with FI ter-
minal links kept at a constant ratio. Given an
FI terminal link, the reciprocal of the FI value
is equivalent to immediacy of reinforcement,
which is one of the variables to which Chung
and Herrnstein (1967) suggested that birds
match. As mentioned earlier, Baum and
Rachlin (1969) built this matching assumption
into their model. One implication of this
assumption is that, given a concurrent-chains
experiment with FI terminal links kept at a
constant ratio (e.g., 1 to 2), preference should
remain constant as the absolute size of the ter-
minal links is varied.

This approach faces two problems, one log-
ical and one empirical. Consider a concurrent-
chains experiment with VI 60-s initial links, an
Fl 5-s left terminal link and an FI 10-s right
terminal link, each leading to 4 s of reinforce-
ment. Matching to immediacy of reinforce-
ment implies a 2 to 1 preference for the shorter
terminal link, even if each terminal link is cut
in half (inasmuch as their ratio remains con-
stant). But the limit of cutting the terminal
links in half is a simple concurrent VI 60-s ex-
periment, which should give rise to indiffer-
ence. Logically, then, matching to immediacy
must address the transition from nonzero to
zero terminal links kept at a constant ratio.
On the empirical side, two experiments

(MacEwen, 1972; Williams & Fantino, 1978)
report an increase in preference for the shorter
of two FI terminal links as both increase, given
that they are kept at a ratio of 1 to 2. In both
cases, the increase was negatively accelerated.
Thus, as applied to a concurrent-chains ex-
periment with equal initial links and FI ter-
minal links kept at a constant ratio but varied
in absolute durations, a model should predict
indifference at zero terminal-link durations
and some increase in preference for the shorter
FI terminal link as both increase.
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In the discussion of Figure 10, it was shown
that, with concurrent VI 60-s initial links, an
FI 2-s terminal link leading to 4 s of reinforce-
ment on the left, and an FI 4-s terminal link
leading to 4 s of reinforcement on the right,
the present model predicts that relative time
on the left should be 0.58. Figure 11 shows the
results obtained if the FI values are systemati-
cally varied with their ratio at 1 to 2-for the
present model and for the four others under
consideration. Three models (Davison & Tem-
ple, Squires & Fantino, and the current one)
all begin at indifference given zero terminal
links and show a negatively accelerated in-
crease in preference for the shorter terminal
link as both terminal links increase. The Baum
and Rachlin model, as mentioned above,
shows a constant preference for the shorter ter-
minal link (the discontinuity at zero is not
shown). Killeen's model does not converge on
indifference as the terminal links approach
zero; furthermore, over part of its range it
predicts a decrease in preference for the
shorter terminal link as the terminal links in-
crease in duration. On the face of it, then,
both the Baum and Rachlin and the Killeen
models are lacking with regard to both logic
and data.

Killeen (1982) was able to account for
MacEwen's data by assuming, in part, that his
birds had exhibited bias. There is, however,
no independent evidence for such bias (it
would be straightforward to rerun the experi-
ment incorporating such a test). Rather, as
Figure 11 suggests, Killeen's model requires
the use of free parameters under the present
circumstance to avoid making predictions that
are both counterintuitive and do not accord
with known data.

Self-Control
The second area of research to be discussed

is that related to self-control, a topic addressed
by a number of models of choice. If an organ-
ism is presented with a choice between a small
reinforcer delivered immediately and a larger
reinforcer delayed for some period, preference
for the smaller reinforcer ('impulsiveness")
may be exhibited. As equal delays are added
to both reinforcers, preference may shift from

LL

0.65

0 4 8 12 16 20 24

Shorter Fl in s

Fig. 11. Predictions of five models for a
concurrent-chains procedure in which concurrent VI
60-s initial links lead to Fl terminal links that are
varied but kept at a ratio of 1 to 2. Relative choice for
the shorter FI terminal link is shown as a function of
the duration of that terminal link. The arrow indicates
the predicted equilibrium distribution for the special
case shown in Figure 10. B&R= Baum & Rachlin;
D&T = Davison & Temple; K = Killeen; S&F = Squires
& Fantino; V = Vaughan.

the smaller to the larger reinforcer ("self-
control"), the shift being termed preference
reversal. In animals, preference reversal has
been exhibited using both direct choice pro-
cedures (Ainslie & Herrnstein, 1981; Green,
Fisher, Perlow, & Sherman, 1981; Navarick &
Fantino, 1976) and 'commitment" procedures,
which allow the subject to commit itself to one
option before the choice is due to be presented
(Ainslie, 1974; Rachlin & Green, 1972).

It is sometimes said that preference reversal
requires gradients of reinforcement "more con-
cave" than an exponential function (Ainslie,
1975, for example, uses this term). This de-
scription, however, is neither mathematically
rigorous nor focused on what is essential about
gradients that will produce preference reversal.
At the point at which preference is reversed, the
reinforcement gradients must have the same
height but unequal derivatives, with the func-
tion closer to reinforcement having the greater
derivative. Thus the derivative must not be a
function solely of the height of the function. It
is sufficient, for example, for the derivative to
be an increasing function of the height of the
function and a decreasing function of the in-
tercept (when plotted in terms of 1/r). Expo-
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Fig. 12. Top pair: Representation of an Fl 5-s terminal link on the left key leading to 4 s of reinforcement.

V2L is the value of entering that terminal link, and V3L is the value of reinforcemnent. Middle pair: An FI 1 s on
the right key leading to 2 s of reinforcement. V2R is the value of entering that terminal link, and V3R is the value of
reinforcement. Bottom pair: Superimposition of the upper two pairs of functions, showing that the value of the
terminal links will reverse as a constant amount is added to each FI terminal link.

nential functions are such that the derivative is
a function solely of the height of the function,
but hyperbolic functions have derivatives that
are an increasing function of the height and a
decreasing function of the intercept.
The analysis of preference reversal in terms

of the present model is shown in Figure 12.
The top pair of panels represents the left ter-
minal link, including reinforcement. Reinforce-
ment duration of 4 s (l/r3L) produces value
V3L, the asymptote (or intercept, as plotted
here) for the left terminal link. If an FI 5-s ter-

minal link is in effect (l/r2L), the value upon
entering that terminal link will be V2L, which
in turn is the asymptote for the left initial link.
The middle pair of panels represents the

right terminal link. Reinforcement duration is
2 s (1/r3R), producing value V3R. The right ter-
minal link shown is an Fl 1 s (1/r2R), so that
the value upon entering the right terminal link
iS V2R. By shifting the right terminal-link func-
tion 4 s to the left in the figure, it is possible to
show what happens in general with an FI x s
on the right and an FI x + 4 s on the left. This
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is dearer if the two functions are superimposed,
as shown in the bottom lefthand panel. With
an FI 5 s leading to 4 s of reinforcement versus
an FI 1 s leading to 2 s of reinforcement, the
Fl 1 s will be preferred (i.e., V2R is greater
than V2L). As I/r2 increases, however, the two
functions cross (at about FI 2 versus FI 6), so
that further increases produce a preference for
the 4-s reinforcer over the 2-s reinforcer. In
other words, the model predicts a shift from
impulsiveness to self-control under these con-
ditions. Where the functions cross, their
heights are of course the same. The higher
derivative for the right side then depends solely
on the lower intercept (V3R) for that side as
compared with the other side (V3L).
The predictions of the present and four

other models under discussion are shown in
Figure 13. Here, the initial links are concur-
rent VI 60-s schedules, and the terminal links
are signaled Fl schedules. The smaller rein-
forcer in 2 s and the larger is 4 s. Preference
for the shorter reinforcer is shown as a function
of the delay to that reinforcer, given that the
delay to the longer reinforcer is 4 s greater.
The only model not giving rise to preference
reversal is that of Davison and Temple. Of the
others, both Baum and Rachlin, and Killeen,
predict exclusive preference for the 2-s rein-
forcer at a zero delay; the current model and
that of Squires and Fantino predict nonex-
clusive preference. Experimental data do not
yet exist to decide between these two possibil-
ities. Although the preferences predicted by
the current model are not great, in theory they
could be increased by making the initial links
richer (see below).

Tandem Versus Chained Terminal Links
The third area to be addressed is that of

choice between tandem and chained FI FI ter-
minal links. Partly on the basis of work of
Gollub (1958), Fantino (1969b) hypothesized
that, in a concurrent-chains experiment with
terminal links of equal duration, preference
should be shown for a terminal link consisting
of a single color over one that changed color
midway through (e.g., tandem versus chained
terminal links). Duncan and Fantino (1972)
reported a negatively accelerated increase in

0 7 K I~ DST0 l
0 .6 -

.2~

4-

0 2 3 4 5 6 7 8

Delay to shorter reinf in s

Fig. 13. Predictions of five models for a
concurrent-chains procedure in which concurrent VI
60-s initial links lead to an Fl x (with 2 s of reinforce-
ment) and an Fl x +4 (with 4 s of reinforcement),
where x is the delay to the shorter reinforcer. Relative
choice for the shorter reinforcer is shown as a function
of the value of x. The arrow shows the predicted
distribution for the special case shown in Figure 12, FI
1 s versus FI 5 s.

preference for FI x over chained Fl x/2 FI x12
as x increased in duration. Fantino (1977)
noted that Wallace (1973) found a preference
for fixed-time (FT) x over chained FT x/2
FT x/2, although the effect was smaller than
that reported by Duncan and Fantino. Fantino
(1983) determined that the effect depended
upon stimulus characteristics, rather than
response requirements, of tandem versus
chained schedules.

Figure 14 (top two pairs of functions) shows
the analysis of tandem versus chained terminal
links. The top pair represents a tandem FI 4
FI 4-s terminal link (which is taken to be
equivalent to an Fl 8-s terminal link, in-
asmuch as there is no stimulus change; see
Fantino, 1983). V4L represents the value of
reinforcement on the left, and constitutes the
asymptote (or intercept) for the second FI 4-s
schedule (which begins as h/r3L). The height of
the function at this point (V3L) is the final
height for the first Fl 4, but the mathematical
asymptote for the first FI is the same as for the
second, V4L. It is this latter property that leads
to the equivalence between tandem FI x/2
FI x/2 and FI x.
The middle pair of functions shows a chained

FI 4 Fl 4. Again, V4R represents the value of
food, this time on the right. Here, however,
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Fig. 14. Top pair: Representation of an Fl 8-s terminal link (or a tandem Fl 4 s Fl 4 s) on the left key. V4L is

the value of presenting 4 s of food. Middle pair: A chained Fl 4 s Fl 4 s on the right key, likewise leading to 4 s of

food. Bottom pair: Superimposition of the upper two pairs of functions, showing that the value of the tandem ter-

minal link will be greater than that of the chained terminal link (i.e., V2L lies above V2R).

V3R constitutes the final height of the first link,
as well as the asymptote of that function. The
way in which this generates a preference for
tandem over chained can be seen more clearly
in the bottom pair, where the functions have

been moved together and superimposed. V2L is
the value entering the tandem FI Fl, and V2R
the value of entering the chained FI Fl. Note
that at I/r3 the heights of the two functions are

the same, but the function for the chained has

a greater derivative to the left than the func-

tion for the tandem schedule. This is the same
property, discussed earlier, that allows for

preference reversal -the intercept for the initial
link of the chained schedule (V3R) is lower than
for the tandem schedule (V3L or V4L). In terms

of the present model, preference reversal and
preference for tandem over chained schedules
each derive from the same properties of this
function.
The predictions of the two models under

consideration designed to deal with tandem
versus chained terminal links are shown in
Figure 15, assuming concurrent VI 60-s initial
links and 4 s of reinforcement. (No provision
for tandem versus chained schedules is made
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U_.8

cr

0 4 8 12 16 20 24 28 32
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Fig. 15. Predictions of two models for a

concurrent-chains procedure in which concurrent VI
60-s initial links lead to tandem Fl FI versus chained
FI FI. Relative choice for the tandem side is shown as a

function of the total terminal-link duration. The arrow

shows the predicted distribution for the special case

shown in Figure 14, tandem Fl 4 s Fl 4 s versus chained
FI 4 s Fl 4 s.

by the models of Baum and Rachlin, Davison
and Temple, or Squires and Fantino.) Kil-
leen's model predicts an increase in preference
for the tandem side as both terminal links in-
crease in duration, but over part of the range
his model predicts a preference for chained
over tandem; further, the preference for tan-
dem over chain, when present, is very slight.
The present model predicts an at first posi-
tively and later negatively accelerated increase
in preference for tandem over chained, with
indifference given zero terminal links (simple
concurrent VI 60-s schedule). If we assume

that Duncan and Fantino's birds were not ex-

hibiting bias (so that at zero terminal links
their choice responses would be at 0.5), they
conform to this pattern of positive and nega-
tive acceleration of the change in preference.
With regard to Killeen's analysis, Figure 15

here differs from his Figure 9 in which he at-
tempted to account for the data ofDuncan and
Fantino. In that figure his variable q was

changed from the usual value of 0. 125 to 0. 24;
in Figure 15 here, q is left at 0.125. This is
another case, then, in which Killeen's model
appears to require the use of free parameters
in order to conform to data.

Fantino and Duncan (1972) reported results
from an experiment related to the above

analysis. Birds were exposed to schedules in
which entering one terminal link did not turn
off the other, concurrent, schedule. It was thus
possible to encounter concurrent initial links,
concurrent terminal links, or an initial link on
one side and a terminal link on the other. One
of the most striking results was that birds did
not appear to average reinforcement rate on a
key across components (which would produce
matching of responses to reinforcers at all
times). Rather, when facing an initial link on
one side and a terminal link on the other, al-
most all responses were directed at the ter-
minal link.
An analysis of this result from the present

point of view is straightforward. The value of
an initial-link stimulus is maintained by tran-
sitions to its terminal link, but the value of a
terminal link is maintained by transitions to
food. Given equal initial links and equal ter-
minal links (as in Fantino and Duncan's ex-
periment), the value of a terminal link will be
substantially greater than that of an initial
link, which should produce the trend exhibited
by the data.
The analysis of chained terminal links can

be related to several experiments in which
more than one reinforcer was delivered per
terminal-link entry. Fantino and Herrnstein
(1968), for example, ran a concurrent-chains
experiment with VI 15-s terminal links. On
one side a single reinforcer was delivered
before returning to the initial link; on the other
side the number of reinforcers was varied from
1 to 10. An increase in the number of rein-
forcers produced a negatively accelerated in-
crease in preference for that side.
Moore (1979) studied a condition in which

an FI 30-s terminal link was run in conjunc-
tion with an FI terminal link that, following
food, led to four more reinforcers on a second
FI schedule. If the added Fl schedules were
short (e.g., 3 to 9 s each), an increase in
preference was shown for the side with those
reinforcers. If the FI schedules were longer,
there was little or no effect.

Shull, Spear, and Bryson (1981) studied a
situation in which birds could switch from a
VI 120-s schedule to a 240-s component dur-
ing which four reinforcers were delivered. The
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first occurred 30 s into the interval, and the
last 210 s into the interval. The location of the
other two was varied. In general, as the other
two occurred closer to the beginning of the in-
terval, rate of entering the 240-s component
increased.
Moore suggested that reinforcers following

the first enhance its value; Shull et al. sug-
gested that each reinforcer contributed to re-
sponse strength, although to a decreasing ex-
tent as it was further delayed. In terms of the
present model, if one terminal-link component
is followed by another, differently signaled
terminal-link component, the first will have
greater value than if it led back to the initial
link (see Appendix 4). This analysis is similar
to that of Moore, although some additional
assumption would be required before the effect
of adding components signaled by the same
stimulus as the first could be accounted for.

UNTESTED PREDICTIONS

Three as yet untested predictions of the cur-
rent model might also be examined. Consider
the case of equal simple concurrent VI sched-
ules, one leading to 2 s of reinforcement and
one to 4 s of reinforcement. As the two VI
schedules are varied (keeping them equal to
each other), Baum and Rachlin predict a con-
stant preference, matching to relative dura-
tions of reinforcement. The present model pre-
dicts such matching for a particular pair of VI
schedules, and a shift toward exclusive prefer-
ence for the longer reinforcer as both schedules
grow rich (the other models under considera-
tion do not address this procedure). These pre-
dictions are shown in Figure 16, which shows
preference for the longer reinforcer as a func-
tion of the (equal) concurrent VI schedules.

This prediction is similar to one made in a
slightly different context by Fantino (1969a).
As mentioned earlier, he argued that given a
concurrent-chains schedule with unequal ter-
minal links (e.g., VI 30 and VI 90-s sched-
ules), as equal initial links became richer,
preference should shift toward the better
terminal-link side; with sufficiently rich
schedules, exclusive preference should be ex-
hibited. A similar argument may be made
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Fig. 16. Predictions of two models for a simple
concurrent procedure in which equal VI schedules,
which are varied, lead to reinforcer durations of 2 and
4 s. Relative time for the longer reinforcer is shown as
a function of the VI schedules.

here: Given unequal durations of reinforce-
ment, as equal VI schedules become richer,
preference should shift toward the longer rein-
forcer. As shown in Figure 16 (which is similar
in form to Fantino's Figure 1), the present
model implies such a shift, but the relevant ex-
periment remains to be done. In terms of the
present model, unequal durations of reinforce-
ment are equivalent to unequal terminal links.
(This may be seen by noting that Equation 10
relies on V2L and V2R; those quantities may be
derived from the presentation of immediate
reinforcement, or from the operation of a ter-
minal link.) The present model is thus consis-
tent with Fantino's position.
The property of the present model shown in

Figure 16 also relates to part of an experiment
reported by Fantino and Dunn (1983). Birds
were presented with two concurrently avail-
able VI 90-s schedules, one leading to a VI
60-s terminal link and one to a VI 20-s ter-
minal link. A third VI 90-s initial link, leading
to a VI 9-s terminal link, was either present or
absent, in alternate conditions. The main find-
ing was that preference for the VI 20-s terminal
link, relative to the VI 60-s terminal link, was
greater in the presence of the third schedule
than in its absence. This outcome is consistent
with the delay-reduction hypothesis, but in-
consistent with Luce's (1959) choice axiom.
The same qualitative results may be deduced

from the present model: As above, unequal ter-
minal links are treated as equivalent to unequal
durations of reinforcement. Consider two con-
current VI 90-s schedules leading to dif-

399



WILLIAM VA UGHAN, Jr.

ferent durations of reinforcement. Some
preference will be exhibited for the longer rein-

forcer. Suppose, now, that less time is
available for responding on those schedules. If,
for example, only half of the time previously
available is now available, the local rates of
forcement on the concurrent schedules will rise
to those normally produced by schedules twice
as rich (i.e., concurrent VI 45-s schedules). As
shown above, making equal concurrent sched-
ules leading to different durations of reinforce-
ment richer produces a greater preference for
the longer reinforcer. The effect of adding the
third schedule, given that it is sufficiently
valuable to sustain responding, is simply that
of removing some of the time available for the
other two schedules. The results of Fantino
and Dunn are thus consistent with the present
model.
Baum and Rachlin assumed that the value

of a reinforcer was proportional to its duration
(and hence unbounded); the present analysis
assumes that the value of a reinforcer is
bounded (by its unconditioned value). One
implication of boundedness is that, given con-

current VI 60-s schedules leading to reinforcer
durations in a ratio of 2 to 1, as both durations
increase preference should shift toward indif-
ference. Figure 17 shows preference for the
longer reinforcer under these conditions as

both reinforcers increase in duration. Although
the Baum and Rachlin model predicts match-
ing to relative duration at all durations, the
present model predicts such matching at left
and right durations of 4 and 2 s, respectively.
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Fig. 17. Predictions of two models for a simple
concurrent procedure in which concurrent VI 60-s
schedules lead to reinforcer durations that are varied
but kept at a ratio of 2 to 1. Relative time for the longer
reinforcer is shown as a function of the duration of that
reinforcer.

From what has been said so far, it can be
seen that in a number of cases in which both
the current model and that of Squires and
Fantino make predictions, the two models are

qualitatively similar. One implication of this
similarity is that many of the experiments
originally reported as confirming the delay-
reduction hypothesis also serve to confirm the
present model. It would, however, also be use-

ful to find an experimental situation in which
the two approaches made qualitatively dif-
ferent predictions.

Consider an experiment in which the two
terminal links are VI 60-s schedules, and the
right initial link is a VI 60-s as well. Figure 18
shows, for both the current model and that of
Squires and Fantino, what happens as the left
initial-link requirement is decreased from VI
60 s toward VI 0 s. Both models predict indif-
ference, given concurrent VI 60 VI 60-s initial
links. The current model predicts that choice
responses will shift toward exclusive prefer-
ence for the rich initial link; the Squires and
Fantino model predicts an asymptotic distri-
bution of behavior at 0.67. That is, two thirds
of the initial-link responses would be directed
to the side that provided immediate access to
one terminal link, and one third would be di-
rected to the side that provided terminal-link
access only once a minute, overall. A more re-

cent version of that model (Fantino & Davison,
1983) predicts that choice responses will shift
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Fig. 18. Predictions of two models for a

concurrent-chains procedure in which the right initial
link is VI 60 s, the left initial link is varied, and both
lead to VI 60-s terminal links. Relative time for the
varied initial link is shown as a function of its value in
seconds.

11 -- . .

400



CHOICE: A LOCAL ANALYSIS 401

only to 0.59. The relevant experiment remains
to be done.

SUMMARY

The generalization of melioration discussed
here is in qualitative agreement with trends
exhibited in a number of simple concurrent, as
well as concurrent-chains, experiments. It is
also a straightforward exercise to generate new
predictions that discriminate between the pres-
ent model and others. The presentation of re-
inforcement has no special status-the same
framework applies to both neutral stimuli and
positive reinforcers (as well as punishers,
though this aspect has not been elaborated
here; see Vaughan, in press). Finally, the
values of initial-link stimuli are continuous
functions of the schedule parameters, a pre-
sumably desirable mathematical constraint
that is sometimes ignored.
The present model is not so much one model

as it is one of the simplest of a class of models
(see Appendix 2), each consisting of two equa-
tions, one relating to conditioned reinforce-
ment (e.g., Equation 9) and one relating to the
distribution of behavior (e.g., Equation 8).
This class of models, in turn, is perhaps the
simplest of a larger class employing more than
two equations. For example, time in the
presence of food, shock, and a keylight might
require somewhat different equations. Such an
eventuality would not necessarily challenge the
core of the present model, but only the more
specific assumptions. As these considerations
suggest, the present paper is not meant to ad-
vocate a particular model of choice, but rather
a particular framework. The formalism of that
framework derives from the model of Rescorla
and Wagner (1972); the basic tenets regarding
pairing are consistent with the approach taken
by Skinner in The Behavior of Organisms.
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Appendix 1

In Vaughan (1982) the presentation of rein-
forcement (a strengthening process) was as-
sumed to change the value of the current stim-
ulus by an amount proportional to the dif-
ference between the value of reinforcement
and the value of the current stimulus, along
the lines of Rescorla and Wagner (1972). In
the absence of reinforcement the value of the
current stimulus (i.e., a key currently being
pecked by a pigeon) was assumed to change
toward its unconditioned value at a rate pro-
portional to the difference between its current
value and its unconditioned value (a weaken-
ing process). From these two assumptions it
could be inferred that at equilibrium the value
of a stimulus was a strictly monotonically in-
creasing function of the local rate of reinforce-
ment (see Vaughan, 1982, Figure 12-2). The
specific mathematical form of that function,
however, was not discussed.

Here, a specific mathematical form (hyper-
bolic) is taken as the starting point. This is
done on the assumption that some strengthen-
ing and weakening processes (though not nec-
essarily strict proportionalities) could be found
that would produce such a form at equilibrium.

Appendix 2

Although the hyperbolic form is used here,
other functional forms should not be dismissed.
In fact, the actual function could well prove
not to be analytic. The hyperbola is one mem-
ber of the following class: assuming V2> V'1,
and 0 < r < 00, the function is strictly mono-
tonically increasing; AO) = V'1; Ar) - V2 as
r 00; the first derivative is not a function
solely of the height of the function; the second
derivative does not change sign.

In fact, there are two experiments (Green &
Snyderman, 1980; Navarick & Fantino, 1976)
that are inconsistent with Equation 9. Navar-
ick and Fantino (Experiment 2) ran a concur-
rent-chains procedure with equal FI terminal
links, one ending in 1.5 s of reinforcement and
one in 4.5 s of reinforcement. As the two ter-
minal links increased (from 5 to 40 s), pref-

erence for the larger reinforcement increased.
Equation 9 predicts a constant preference.
Green and Snyderman ran a concurrent-
chains experiment with FI terminal links kept
at a fixed ratio (6:1, 3:1, or 3:2), with the
longer FI ending in 6 s of reinforcement and
the shorter ending in 2 s of reinforcement. As
the terminal links were varied (keeping their
ratio constant), preference for the longer rein-
forcement increased in some cases and de-
creased in others. Equation 9 predicts that
preference for the longer reinforcement will
always decrease.

It turns out that Equation 9 embodies a cer-
tain invarience of scale that leads to the er-
roneous predictions. Let d = V2 - V'1, and sup-
pose d is some positive value. Then for some
value of r, V1 will lie halfway between V'1 and
V2. Now double the value of d. The same
value of r will result in V1 lying halfway be-
tween V'1 and V2. What is necessary in order
to account for the above two experiments is
that the value of r leading to V1 = (V2 - V'1)12
increase as d decreases. Because larger values
of a lead to lower rates of increase of V1, one
solution would be for a to increase as d
decreases. This may be accomplished by
substituting for a in Equation 9 the quantity
a/[1-exp(-jd)]. This change complicates the
mathematics without changing the qualitative
trends discussed below; therefore, it is not in-
corporated in what follows.

Appendix 3

Let VIL and VIR represent the values of the
left and right terminal links, tL and 1 - tL the
relative times on the left and right initial links,
and V2L and V2R the values upon entering the
left and right terminal links.
From Equation 9:

(R L/tL) V2L

(RL/tL) + a

VR -[RRI(I - tL) V2R
[RRI( I - tL)] + a

At equilibrium the two sides of the initial links

403



WILLIAM VA UGHAN, Jr.

must be equal in value (IVIL = V1R), so we have:

(RL/L) V2L [RR/( tL)I V2R

(RL/tL) + a [RR/(I tL)] + a

By cross multiplying:

(RL/tL) V2L[(RR/(l tL)) +a] =

(RR/( tL))V2R[(RL/t + a].

This gives:

RRV aRVL R V2L+ L V2L -

tLO( -tL) tL

R RV aRV
LRR V2R R V2R

tL(l tL) 1 tL

Multiplying all terms by tL(l - tL):
RLRRV2L + aRLV2L(l tL) =

RLRRV2R + aRR V2RtL-

Or:
RLRRV2L + aRLV2L aRLV2LtL

RLRRV2R + aRR V2RtL-

Collecting all terms with tL on the right, and
exchanging left and right:

aRR V2RtL + aRL V2LtL =

RLRRV2L RLRRV2R + aRLV2L.
Or:

( + aRVIL(aR V2R L V2L)
RLRR( V2L V2R) + aRL V2L

So:

RRLRR(V2L- V2R) + aRL V2L
tL =

a(RLV2L+ RR V2R)

which is equivalent to Equation 10. Because
the initial links are VI schedules, a will equal
0.1 in this equation.

Appendix 4

Before it is possible to take account of the
values of stimuli following food, it is
necessary to make an assumption regarding
how the value of a stimulus is affected when
followed by two or more concurrent stimuli
with different values. The assumption that
will be made here is that it is the stimulus

with maximum value that affects the values of
earlier stimuli. At equilibrium, given that the
keys are equal in value, that maximum value
is then the value of any of the keys.

It turns out there are two distinct cases that
must be considered-that in which the dura-
tions of food are the same and that in which
they are not the same. To begin with the first
case, consider a concurrent-chains experiment
with equal durations of food, whose values
may be represented by V3. Their values will
always be equal, because their durations are
equal, and the same stimulus (the stimulus
with maximum value) is employed in calcu-
lating how their values change given transi-
tions to the initial link. Thus, the value of
the left terminal link (1V2L) is given by
r2LV3/(r2L + a2), and the value of the right ter-
minal link (V2R) is given by r2R V3/(r2R + a2).
Substituting these quantities into Equation 10
gives the following equation:

TL
TL+TR

R R (r2LV3 + r2RV3 +R (r2LV3
RLRR\rLa r2R+a2 +aL kr2L+a21

Fir2LV3 \ /r2RV31
a LRL~(r-a2) + RR (r2R-1-]

This equation, in turn, is equivalent to the
following:

TL _

TL+TR
RLRRV r2L + r2R /L3 r2Lr2L±a2 r2R+2 +aL3 r2LTa2

aV3[RL (r2a2) + RR (r2R)]

In this latter equation, the quantity V3 can be
eliminated altogether, provided it is nonzero,
which implies that under these conditions tL is
independent of V3. The general conclusion,
then, is that given equal durations of reinforce-
ment, neglecting the values of stimuli follow-
ing food has no effect on the predicted equi-
librium distribution of time.

In the case of unequal durations of rein-
forcement, attempts at an analytical expres-
sion for the equilibrium distribution of time
have so far failed. The following approach ap-
pears to converge quickly (within about five
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iterations) at a satisfactory approximation.
Using Equations 9 and 10, determine tL on the
assumption that the values of the stimuli
following reinforcement are zero. Calculate
the values of the initial-link at that distribu-
tion, and let that value be the values of the
stimuli following food. Again use Equations 9
and 10 to redetermine the distribution of
behavior, and so on.

In general, it appears that the effect of tak-
ing into account the stimuli following food,

given unequal durations of food, is to increase
the preference for the shorter of the two dura-
tions of food (i.e., mitigating the preference
produced directly by the longer duration of
food), with the effect being greater with shorter
terminal links (and hence greatest with zero

terminal links, or simple concurrent sched-
ules). The general shapes of the predicted
functions are not affected; where they ap-

proach asymptote or where they cross indif-
ference does tend to be affected to some extent.
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