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Pigeons chose between alternatives that differed in the number of reinforcers and in the delay to each
reinforcer. A peck on a red key produced the same consequences on every trial within a condition,
but between conditions the number of reinforcers varied from one to three and the reinforcer delays
varied between 5 s and 30 s. A peck on a green key produced a delay of adjustable duration and then
a single reinforcer. The green-key delay was increased or decreased many times per session, depending
on a subject's previous choices, which permitted estimation of an indifference point, or a delay at
which a subject chose each alternative about equally often. The indifference points decreased system-
atically with more red-key reinforcers and with shorter red-key delays. The results did not support
the suggestion of Moore (1979) that multiple delayed reinforcers have no effect on preference unless
they are closely grouped. The results were well described in quantitative detail by a simple model
stating that each of a series of reinforcers increases preference, but that a reinforcer's effect is inversely
related to its delay. The success of this model, which considers only delay of reinforcement, suggested
that the overall rate of reinforcement for each alternative had no effect on choice between those
alternatives.
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Previous research on choice between single
and multiple reinforcers has produced a va-
riety of results. Some studies have found that
subjects slightly prefer the alternative that de-
livers more reinforcers (e.g., Fantino &
Herrnstein, 1968; Shull, Spear, & Bryson,
1981; Squires & Fantino, 1971). For instance,
Fantino and Herrnstein used a concurrent-
chains procedure to measure preference, and
they varied the number of reinforcers during
a single terminal link between 1 and 10. Ini-
tial-link responding was influenced by the
number of reinforcers in the terminal links,
but it was by no means proportional to the
number of reinforcers. On the other hand,
Moore (1979) reported several studies with
the concurrent-chains procedure in which the
numbers of reinforcers had little or no effect.
A study by McDiarmid and Rilling (1965)
produced mixed results: In one condition, sub-
jects preferred the alternative with more rein-
forcers, but in two others, they chose the al-
ternative that delivered fewer reinforcers but
with shorter delay to the first reinforcer.
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from the National Institute of Mental Health to Harvard
University. I thank David Coe for running the animals
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to James E. Mazur, 768 William James Hall, Harvard
University, Cambridge, Massachusetts 02138.

Theoretical analyses of multiple delayed
reinforcers are also diverse. In proposing a
modification of Fantino's (1969) delay-reduc-
tion hypothesis, Squires and Fantino (1971)
suggested that choice proportions in the initial
links of a concurrent-chains procedure are re-
lated to both the reduction of delay to rein-
forcement and the rate of reinforcement. They
asserted that adding multiple reinforcers to
one terminal link (e.g., by continuing the ter-
minal link until several reinforcers are col-
lected on a fixed-interval schedule) should af-
fect preference only to the extent that this
manipulation increases the average rate of re-
inforcement for that alternative.
A different hypothesis was offered by Moore

(1979, 1982). He suggested that the main
variable that determines preference in a con-
current-chains procedure is the delay to the
first reinforcer of each terminal link. Moore
proposed that additional reinforcers have no
effect on choice, and some of his results were
consistent with this view. However, Moore
did find a preference for multiple reinforcers
when they were delivered in rapid succession
(e.g., when delays of only a few seconds sep-
arated one reinforcer from the next). To ac-
count for this preference, Moore suggested that
when several reinforcers occur close together,
this can be treated as an increase in the amount
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of reinforcement rather than in the number of
reinforcers. Of course, amount of reinforce-
ment is known to affect choice (e.g., Catania,
1963). Moore claimed that if multiple rein-
forcers are widely spaced, they will be no more
effective than a single reinforcer.
A third approach to multiple-reinforcer ef-

fects was suggested by McDiarmid and Rill-
ing (1965). They proposed that every
reinforcer, not only the first, has its own im-
pact on choice behavior, but this impact is
inversely proportional to its delay, as de-
scribed by the following equation:

n

V= zA- . ~~(1)
i=1 t

V is the value of a series of reinforcers, n is
the total number of potential reinforcers in the
series, pi is the probability that reinforcer i
will be delivered on a given trial, and ti is the
delay to reinforcer i. It is important to rec-
ognize that ti is not the interval between rein-
forcers but rather the total time between a
choice response and the delivery of reinforcer
i. In a choice situation, a subject will choose
whichever alternative has the larger value, V.

In summary, three different hypotheses
about multiple reinforcers have been pro-
posed: (1) Multiple reinforcers alter prefer-
ence because they change the rate of reinforce-
ment (Squires & Fantino, 1971). (2) When
closely spaced, multiple reinforcers alter pref-
erence because they change the amount of re-
inforcement; when widely spaced, multiple
reinforcers exert no cumulative effect, and
choice is determined by the delay to the first
reinforcer (Moore, 1979). (3) The effects of
multiple reinforcers are cumulative, but the
contribution of each reinforcer is diminished
as a function of its delay (McDiarmid & Rill-
ing, 1965).
One purpose of the present experiment was

to evaluate these three interpretations, using
a special case of a concurrent-chains proce-
dure in which the initial links of the chain
were kept as brief as possible. In the typical
concurrent-chains procedure, the initial links
are variable-interval (VI) schedules, and
therefore both the initial links and the ter-
minal links contribute to delays before rein-
forcement. Fantino (1969) has shown that the
sizes of the VI schedules in the initial links
affect choice, and that preference shifts to-
ward indifference as the durations of the ini-

tial links are increased. The logic behind the
procedure used in the present experiment was
that if the initial links are so short that their
contribution to the total delay before rein-
forcement is negligible, choice will be deter-
mined almost entirely by the schedules in the
terminal links. This experiment therefore used
a discrete-trial procedure in which a pigeon
chose between two alternatives by making a
single key peck. This briefer choice period
might make the procedure more sensitive to
small differences in reinforcer value than the
typical concurrent-chains procedure.
A second purpose of this study was to test

a model of delayed reinforcement that is sim-
ilar, but not identical, to that of McDiarmid
and Rilling (1965). Notice that Equation 1
describes a simple reciprocal relation between
ti and V, but this is only one of many possible
relations. In several studies, Mazur (1984, in
press; Mazur, Snyderman, & Coe, 1985) has
obtained results consistent with the following
hyperbolic equation:

V= 1
1 + Kt' (2)

where K is a free parameter. Extrapolating to
alternatives that include more than one rein-
forcer, in the manner of McDiarmid and Rill-
ing, we obtain

nV Pt
V= 2 P

i=1I 1 + Kti.
(3)

Mazur's results (1984, in press) were con-
sistent with Equations 2 and 3. However, these
results did not rule out the possibility that in
the most accurate equation relating delay and
value, it might be necessary to raise tI to some
power, B, other than 1.0. If so, Equation 3
would become

nz p
i=l 1 + KtiB (4)

The present experiment provided a situa-
tion for evaluating Equation 4 in comparison
to the simpler Equation 3. To see why, con-
sider a situation in which a subject must choose
between one alternative that provides two
reinforcers delivered after x seconds and 2x
seconds, respectively, and a second alternative
that delivers one reinforcer after y seconds. In
this experiment, the first was called the stan-
dard alternative, because the delays to the two
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Fig. 1. Indifference points predicted by Equations 1,
4, and 5 for a choice between a standard alternative that
delivers two reinforcers at x and 2x seconds and an ad-
justing alternative that delivers one reinforcer. (Equation
4 is equivalent to Equation 3 when B = 1.0.)

reinforcers were constant within a condition.
The second was called the adjusting alterna-
tive, because the delay y was systematically
increased and decreased in 1-s increments
many times in each session. These adjust-
ments permitted estimation of an indifference
point, or a value of y at which the subject
chose the standard and adjusting alternatives
about equally often. Several indifference points
were estimated by varying the duration of x
across conditions, and together these indiffer-
ence points were used to estimate an "indif-
ference curve." The obtained indifference
points could then be compared to those pre-
dicted by the above equations. The procedure
for calculating the predicted indifference points
is simple. Using Equation 3 as an example,
let us set K = 1.0. We can now calculate the
value of the standard alternative for any du-
ration of x, the delay to the first standard rein-
forcer. Assuming that the values of the stan-
dard and adjusting alternatives are equal at
an indifference point, Equation 3 can now be
used to solve for y, the predicted delay to the
single reinforcer of the adjusting alternative.
The solid curves in Figure 1 show the var-

ious types of indifference curves that are pre-
dicted for this situation by Equation 4 with
different values of B (which is equivalent to
Equation 3 when B = 1.0). The parameter K
was set equal to 1.0, the value that provided
the best fit for Mazur's (1984) results. As can
be seen, all of the predicted indifference curves
are nearly linear, but their slopes vary mark-
edly depending on the value of the exponent

B. This feature of the indifference curves
makes them a particularly sensitive way of
testing whether B is different from 1.0.
The dotted line in Figure 1 shows the pre-

dictions of Equation 1, the simple reciprocal
equation proposed by McDiarmid and Rilling
(1965). The predictions of Equation 3 (i.e.,
Equation 4 with B = 1.0) approach those of
Equation 1 as the value of K increases and
approaches infinity. In other words, for all
values of K between 1.0 and infinity, the pre-
dictions of Equation 3 would lie between those
displayed in Figure 1 for Equation 1 and for
Equation 4 with B = 1.0.

Just as Mazur (in press) suggested that an
exponent other than 1.0 may be needed in
Equation 4, others (Davison, 1969; Duncan
& Fantino, 1970; Killeen, 1968) have sug-
gested that it may be necessary to raise ti in
Equation 1 to some power other than 1.0. That
is, they proposed that the following equation
is appropriate:

(5)

where B sometimes differs from 1.0. In par-
ticular, Davison and Duncan and Fantino
suggested that B can sometimes have a value
of 6 or larger. These previous applications of
Equation 5 each dealt with situations in which
only one reinforcer was delivered in each ter-
minal link. For terminal links with more than
one reinforcer, it is not clear whether these
authors would treat ti as the interval between
successive reinforcers or as the time from the
onset of the terminal link to each successive
reinforcer. For the present, however, we will
adopt the latter strategy, which is consistent
with the general approach to multiple delayed
reinforcers proposed by McDiarmid and Rill-
ing (1965). The dashed lines in Figure 1 show
the predictions of Equation 5 for two different
values of B. As with Equation 4, the slopes of
these indifference curves vary markedly with
the value of B, but in all cases the predicted
functions are linear with y intercepts of zero.
With the same value of B, the predictions of
Equations 4 and 5 are fairly similar, espe-
cially when B is greater than 1.0. Inasmuch
as the predictions of Equations 1 and 3 are
also similar, this experiment can provide no
further evidence on the need for the constant,
1.0, in the denominators of Equations 2, 3,
and 4. The experiment can yield an estimate
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of the exponent B, however, regardless of
whether or not the constant 1.0 is needed.

METHOD
Subjects

Three White Carneaux pigeons were
maintained at approximately 80% of their free-
feeding weights. All subjects had previously
taken part in a variety of experiments. A fourth
bird performed erratically during the first few
conditions and was eliminated from the ex-
periment.

Apparatus
The experimental chamber was 30 cm long,

30 cm wide, and 32 cm high. Three response
keys, each 2.5 cm in diameter, were mounted
in the front wall of the chamber, 20.5 cm above
the floor. A force of approximately 0.10 N
was required to operate each key, and each
effective response produced a feedback click.
A hopper below the center key provided con-
trolled access to mixed grain, and when grain
was available the hopper was illuminated
with two 6-W white lights. Six 6-W lights
(two white, two blue, and two orange) were
mounted above the wiremesh ceiling of the
chamber. The chamber was enclosed in a
sound-attenuating box that contained an air-
blower for ventilation and a speaker produc-
ing continuous white noise to mask extra-
neous sounds. A PDP8-8 computer in another
room used a SUPERSKEDs program to con-
trol the stimuli and record responses.

Procedure
The experiment consisted of nine condi-

tions, which differed from one another only
in the number and temporal placement of the
reinforcers that followed a peck at whatever
side key was transilluminated with red light.
In all conditions, the red key was the standard
key, and the consequences of a peck on this
key remained constant throughout a condi-
tion. The other side key, illuminated with
green light, was the adjusting key, and its de-
lay to reinforcement was increased or de-
creased in steps of 1 s many times each session,
depending on the subject's previous choices.

Throughout the experiment, sessions ended
after 56 trials or 65 min, whichever came first.
The duration of every reinforcer was 2 s. Each
block of four consecutive trials consisted of
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Fig. 2. The two possible sequences of events that could

occur on a free-choice trial in Condition 1, depending on
whether the red or green key was pecked.

two forced-choice trials followed by two free-
choice trials. To illustrate the procedure of a
typical condition, Figure 2 diagrams the se-
quence of events on a free-choice trial in Con-
dition 1. At the start of the trial, the center
key was illuminated with white light, the white
houselights were on, and a single peck on the
center key was required to begin the choice
period. The purpose of this response require-
ment on the center key was to increase the
likelihood that the subject's head was equally
distant from the two side keys when the choice
period began. A center-key peck darkened this
key and illuminated the two side keys, one
green and one red. The locations of these colors
(left key or right key) varied randomly from
trial to trial so as to control for any position
preferences.
A peck on the red key extinguished both

side keys and initiated the standard schedule,
during which the blue houselights were lit in-
stead of the white houselights. During each
2-s reinforcement period, however, all house-
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Table 1

Order of experimental conditions and number of sessions
per condition.

Number of Number of sessionsstandard Delay(s) to
Condi- rein- standard Sub. Sub. Sub.
tion forcers reinforcer(s) 309 310 400

1 2 5, 10 s 25 26 25
2 2 15,30s 26 25 27
3 2 10,20s 31 27 29
4 1 15 s 26 28 28
5 3 15, 22.5, 30 s 14 14 15
6 3 10, 15, 20 s 12 13 14
7 1 10s 18 27 13
8 3 5, 7.5, 10 s 13 12 12
9 1 5 s 13 14 12

lights were extinguished and only the lights
above the grain hopper were lit. In Condition
1, reinforcement periods began 5s and lOs
after the choice response. After the final rein-
forcer of the standard schedule, the white
houselights were again lit. The start of the
next trial occurred 60s after the choice re-
sponse of the preceding trial. If the green key
was pecked during the choice period, both side-
key colors were extinguished and the adjust-
ing delay began, during which the orange
houselights were lit. The adjusting delay was
followed by 2 s of access to grain and then the
white houselights were lit. As with the stan-
dard alternative, the next trial began 60 s after
the preceding choice response. The procedure
in other conditions was the same except for
the number of standard-schedule reinforcers
and their temporal locations.
The procedure on forced-choice trials was

the same as on free-choice trials except that
only one side key was lit, red or green, and a
peck on this key led to the appropriate delay.
A peck on the opposite key, which was dark,
had no effect. Of every two forced-choice trials,
one involved the red key and the other the
green key. The temporal order of these two
types of trials varied randomly.

After every two free-choice trials, the delay
for the adjusting key might be changed. If a
subject chose the adjusting key on both free-
choice trials, the adjusting delay was increased
by 1 s. If the subject chose the standard key
on both trials, the adjusting delay was de-
creased by 1 s unless it was already zero. If a
subject chose each key once on the two free-
choice trials, no change was made in the ad-

justing delay. In all three cases, this adjusting
delay remained in effect for the next block of
four trials. At the start of the first session of
the experiment, the adjusting delay was set at
5s for all 4 subjects. For the start of every
other session, the adjusting delay was deter-
mined by the above rules as if it were a con-
tinuation of the preceding session.

Table 1 lists the number of standard-sched-
ule reinforcers and the delays between a choice
response and the onset of each reinforcer in
the nine conditions. In Conditions 4, 7, and
9, the standard alternative provided only one
reinforcer, which was delivered after a delay
of either 15 s, lOs, or 5 s, respectively. The
first standard reinforcer of the other six con-
ditions also occurred after one of these three
delays. Two standard reinforcers were deliv-
ered in Conditions 1, 2, and 3, and the delay
to the onset of the second reinforcer was dou-
ble the delay to the first. Three standard rein-
forcers were delivered in Conditions 5, 6, and
8. The delays to the second and third standard
reinforcers were, respectively, 1.5 times and 2
times the delay to the first reinforcer.
The first four conditions each lasted for a

minimum of 25 sessions (to familiarize the
subjects with the adjusting procedure), and all
other conditions lasted for a minimum of 12
sessions. After the minimum number of ses-
sions, a condition was terminated for each
subject individually when several stability cri-
teria were met. To assess stability, each ses-
sion was divided into two 28-trial blocks, and
the mean delay on the adjusting key in each
block was calculated. The results from the first
two sessions of a condition were not used, and
a condition was terminated when the follow-
ing three criteria were met; using the data
from all subsequent sessions: (1) Neither the
highest nor the lowest single-block mean of a
condition could occur in the last six blocks of
the condition. (2) The mean adjusting delay
across the last six blocks could not be the high-
est or the lowest six-block mean of the con-
dition. (3) The mean delay of the last six blocks
could not differ from the mean of the preced-
ing six blo5ks by more than 10% or by more
than 1 s, whichever was larger.

RESULTS
The right side of Table 1 shows the num-

ber of sessions that were needed to meet the
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Fig. 3. For each subject and for data pooled (means)
across subjects, the mean adjusting delay in the last six
half-session blocks is plotted for each of the nine condi-
tions.

stability criteria in each condition by each
subject. The mean adjusting delay in the last
six half-session blocks of a condition was used
as an estimate of the indifference point. With-
out exception, the subjects completed all 56
trials of each session used to estimate an in-
difference point.

Figure 3 presents the results in a form that
emphasizes the contribution of each additional
standard reinforcer. For each subject and for
the group mean, the x axis represents the
number of reinforcers delivered by the stan-
dard schedule, and the y axis represents the
mean adjusting delay. The lines in each panel
connect the data points from conditions that
had the same delay to the first standard rein-
forcer. With one minor exception (the lowest
curve for Subject 309), the indifference points
decreased monotonically as the number of
standard reinforcers increased from one to
three, as they should if each additional stan-
dard reinforcer increased the value of the
standard alternative. A two-way, repeated-
measures analysis of variance revealed highly
significant effects both of the delay to the first
standard reinforcer, F(2, 4) = 288.58, p <
.001, and of the number of standard reinfor-
cers, F(2, 4) = 223.63, p < .001. The delay-
by-number interaction was also significant,
F(4, 8) = 6.00,p < .05.
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Fig. 4. Indifference points from the three conditions
with a single standard reinforcer. With no bias for or
against the adjusting key, the points would be expected to
fall on the dashed line. The solid line, which was fitted
to the group means, is the best fitting line with a y inter-
cept of zero, according to a least-squares criterion.

The three conditions with only one stan-
dard reinforcer were used to measure possible
bias for or against the adjusting alternative.
The indifference points from these conditions
are replotted in Figure 4, and these points
would be expected to fall on the dashed line
if there were no bias. Inasmuch as the results
from all three conditions are below the line,
it appears that there was a bias toward the
standard alternative (e.g., a 12.7-s delay on
the adjusting key was equivalent to a 15-s de-
lay on the standard key). This bias could not
be the result of a position preference because
the positions of the standard and adjusting keys
varied randomly over trials. It might have been
the result of a preference for the key color or
delay-light color correlated with the standard
schedule. In any case, the amount of bias was
approximately proportional to the standard
delay (as it was in the experiment of Mazur,
1984). For the group means, the solid line in
Figure 4 is the best fitting straight line with
an intercept of zero, as assessed by a least-
squares criterion. The slope of 0.82 represents
a bias of approximately 18% toward the stan-
dard key, and to compensate for this bias all
predictions for the remaining six conditions
were multiplied by 0.82.

Figure 5 compares the predictions of Equa-
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Fig. 5. Indifference points from the conditions with
two or three standard reinforcers are compared to the
predictions of Equation 1 (dotted lines) and Equation 4
(solid curves). The value of B is listed next to each curve
generated by Equation 4.

tions 1, 3, and 4 to the results from the six
conditions with multiple reinforcers. The top
panel shows the predictions and results from
the conditions with two standard reinforcers,
and the bottom panel shows those from the
conditions with three standard reinforcers. The
solid curves show the predictions of Equation
4 (which is equivalent to Equation 3 when
B = 1.0), with K set to 1.0 in all cases. The
dotted lines show the predictions of Equation
1. As can be seen, the group means from all
conditions are close to those predicted by both
Equations 1 and 3. They are distinctly differ-
ent from the predictions of Equation 4 with
B equal to either 0.5 or 2.0. The predictions
of Equation 5 are not shown in Figure 5, but
as can be inferred from Figure 1, these pre-
dictions are similar to those of Equation 4.

For each subject, the harmonic mean laten-
cies of pecks at the center key, the adjusting

key, and the standard key were calculated from
the six half-session blocks used to estimate the
indifference point of every condition. The la-
tencies for individual subjects are presented in
the Appendix. Figure 6 shows the group
means of these harmonic mean latencies. In
several respects, these response latencies ex-
hibited patterns that paralleled those of the
indifference point estimates. First, for all three
response keys, latencies tended to be longer
with longer standard delays and with fewer
standard reinforcers. In a three-way, re-
peated-measures analysis of variance, the ef-
fect of standard-key delay on response laten-
cies failed to reach statistical significance, F(2,
4) = 4.94, p = .08, but the effect of number
of reinforcers was significant, F(2, 4) = 52.98,
p < .002. Second, latencies were consistently
longer on the adjusting key than on either the
standard key or the center key, and the effect
of response key was also statistically signifi-
cant, F(2, 4) = 15.66, p < .02. (None of the
interactions among these three variables
reached statistical significance.) The reason for
the longer latencies on the adjusting key is not
clear, but this result is consistent with the bias
against the adjusting key exhibited in Fig-
ure 4.

DISCUSSION
The results show clearly that as the number

of reinforcers delivered by one alternative in-
creases, so does preference for that alternative.
This increase in preference was evident in the
shorter response latencies and, more impor-
tantly, in the shorter delays corresponding to
indifference points for a single reinforcer of
presumably equal value. The results of this
discrete-trial experiment are therefore consis-
tent with those of at least three studies that
used more typical concurrent-chains proce-
dures with VI schedules in the initial links
(Fantino & Herrnstein, 1968; Poniewaz, 1984;
Squires & Fantino, 1971).
The three hypotheses about multiple rein-

forcers described in the introduction can be
evaluated in light of these results. First, let us
consider Moore's (1979) suggestion that only
the delay to the first reinforcer is important,
and that additional reinforcers have no effect
unless they occur so close to the first that they
can be viewed as an increase in the amount of
reinforcement. This hypothesis is difficult to
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Fig. 6. The group means of each subject's harmonic mean response latencies on the center key, the adjusting key,
and the standard key are plotted for each of the nine conditions.

evaluate because it makes no clear prediction
about how close together multiple reinforcers
must be before they should be treated as a
change in the amount of reinforcement. From
his data, Moore estimated that this duration
varied from 9 s to 15 s for his 3 subjects. The
results from the present experiment, however,
suggest that an additional reinforcer can affect
preference when it is separated by as much as
15 s from the previous reinforcer. For in-
stance, in Condition 2 the two standard rein-
forcers were separated by 15 s, yet each sub-
ject reached an indifference point that was

substantially shorter than the comparable
condition with only one standard reinforcer
(Condition 4).
Moore went on to say that, consistent with

his hypothesis, the number of reinforcers pro-
duced a "two-state effect" in his experiment:
Subjects showed either indifference or a con-

stant, modest preference for the alternative
with multiple reinforcers. Even for his own
data, this conclusion is questionable (see
Moore, 1979, Figure 3), but it is certainly not
applicable to the present results. Figure 3
shows no evidence for stepwise shift from
preference to indifference as the spacing be-
tween reinforcers increased. Such a shift would
be suggested if, for example, the change from
one to two standard reinforcers produced a
decrease in the indifference points in the 5-s
and 10-s conditions but no change in the 15-s
conditions. Instead, the indifference points

changed in a gradual fashion as the delays
separating the multiple reinforcers increased.

Squires and Fantino (1971) proposed that
two separate factors affect choice when mul-
tiple reinforcers are involved: the delay to the
first reinforcer and the average rate of rein-
forcement for each alternative. However, for
situations with very short choice periods such
as those of the present experiment, their model
predicts exclusive preference for whichever al-
ternative offers the shorter delay to the first
reinforcer (see their Equation 3). Thus, if it
is applied without modification, the delay-re-
duction model cannot account for the present
results. To be fair, however, it must be noted
that this model was developed to deal with
results from concurrent-chains procedures
with longer initial links, not from single-re-
sponse choice situations.

Instead of trying to decide how to modify
the delay-reduction model to accommodate
these data, we can consider the more general
question of whether both delay and rate of
reinforcement affect choice in this type of dis-
crete-trial situation. Perhaps the strongest ar-
gument against this position is that there is
simply no need to include the second factor,
rate of reinforcement. A model such as that of
McDiarmid and Rilling (1965), which in-
cludes only one independent variable-delay
of reinforcement-can account for the results
very well. As expressed in Equation 1, this
model states that every reinforcer delivered by
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one alternative contributes to the value of that
alternative, but a reinforcer's contribution is
inversely proportional to its delay. As Figure
5 shows, this equation provided a good de-
scription of the results, and it accounted for
93.9% of the variance in the group means,
using a least-squares criterion. Using Equa-
tion 5 instead of Equation 1 and allowing the
exponent B to vary as a free parameter pro-
duced virtually no improvement in the fit to
the data: The best fit was obtained with B =
1.02, with 94.0% of the variance accounted
for. Therefore, there seems to be no justifi-
cation either for including B as a free param-
eter or for including rate or reinforcement as
an additional independent variable. The re-
sults are well described by Equation 1, which
includes no free parameters and which does
not consider rate of reinforcement at all.
As already noted, this experiment cannot

distinguish between the two equations that
have the additive constant of 1.0 in the de-
nominator (Equations 3 and 4) and the two
that do not (Equations 1 and 5), because the
predictions of these two pairs of equations are
similar. However, if we rely on the results of
earlier experiments (Mazur, 1984, in press)
and assume that the additive constant is nec-
essary and that K = 1.0, the best fit of Equa-
tion 4 to the group means of the present ex-
periment is obtained with B = 1.10, with
95.8% of the variance accounted for. If B is
set equal to 1.0 (thereby reducing Equation 4
to Equation 3), the fit is nearly as good, with
92.2% of the variance accounted for. Thus,
given the uncertainty inherent in the estima-
tion of this parameter, we can conclude that
B is either equal to or close to 1.0, regardless
of which of the above equations is used.
The conclusions from this study might be

questioned on the grounds that the adjusting-
delay procedure is relatively novel, and several
arbitrary features of the procedure (e.g., the
size of the adjustments, the number of free-
or forced-choice trials, or the variability in the
adjusting delay) might have affected the in-
difference points. The importance of these
factors cannot be determined without further
research, but it is not obvious why any of them
would produce the main result of this study
shorter indifference points in the conditions
with more than one standard reinforcer. Fur-
thermore, as already noted, there are now sev-
eral studies with the more typical concurrent-

chains procedure that found preference for
terminal links with multiple reinforcers as op-
posed to a single reinforcer (Fantino &
Herrnstein, 1968; Poniewaz, 1984; Squires &
Fantino, 1971). The only published results
suggesting indifference between terminal links
with single and multiple reinforcers are those
of Moore (1979). In fact, Moore did find a
preference for the terminal links with multi-
ple reinforcers when the times between suc-
cessive reinforcers were short, but he obtained
indifference when these durations were longer
than about 9 to 15 s.

Several factors may have contributed to
Moore's results. According to the Mc-
Diarmid-Rilling approach, the effects of rein-
forcers delivered after long delays should not
be large to begin with. Their effects could be
masked if the choice procedure is not sensitive
to small differences in preference or if some
other feature of the procedure counteracts the
multiple-reinforcer effect. Both of these fac-
tors may have been at work in Moore's study.
As already discussed, Moore used initial links
that were much longer than in the present
study, and Fantino's (1969) work has shown
that choice shifts toward indifference as the
duration of the initial links increases. In ad-
dition, the advantages of the terminal link with
multiple reinforcers were partially offset in
Moore's procedure by the shorter duration of
the single-reinforcer terminal link: Immedi-
ately after the one reinforcer was delivered,
the initial links were reinstated. As a result,
the time to the start of the next terminal link
was shorter, on the average, when the subject
entered a single-reinforcer terminal link. Pon-
iewaz (1984) found that preference for a mul-
tiple-reinforcer terminal link was less extreme
with this sort of procedure than when the du-
rations of the two terminal links were equal.
This was especially true when long delays
separated the multiple reinforcers. The com-
bination of these factors might explain why
Moore observed preference for the multiple-
reinforcer terminal link with short interrein-
forcer intervals but not with longer ones.
Mazur et al. (1985) recently reported the

results of a study that led them to the same
conclusion about rate of reinforcement that has
been proposed here. Their experiment also
made use of a single-response adjusting-delay
procedure, but what varied across conditions
were the durations of the intertrial intervals
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that followed the standard and adjusting al-
ternatives. The results were well described by
Equation 3, and Mazur et al. therefore con-
cluded that rate of reinforcement had little or
no control over the subjects' choices. These
results suggest that it may be worthwhile to
make systematic comparisons between dis-
crete-trial procedures and others (e.g., con-
current VI VI schedules) for which it has been
hypothesized that rate of reinforcement is a
controlling variable (e.g., Baum, 1973;
Herrnstein, 1970). If rate of reinforcement
does affect choice in some procedures but not
in others, it will be important to discover why,
and to understand when it will have an effect
and when not. Another possibility, however,
is that an analysis based on the cumulative
effects of multiple delayed reinforcers can ac-
count for behavior in all of these situations,
and that the molar variable, rate of reinforce-
ment, is unneeded.
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APPENDIX
Harmonic mean response latencies for each subject (in seconds).

Condition 9 1 8 7 3 6 4 2 5
Delaya 5 5 5 10 10 10 15 15 15
Numberb 1 2 3 1 2 3 1 2 3

Center-key latencies
Subject 1 0.65 0.74 0.56 0.82 0.75 0.81 1.02 0.93 0.79
Subject 2 0.68 0.65 0.61 0.70 0.71 0.64 0.80 0.83 0.68
Subject 3 0.75 0.69 0.70 0.83 0.84 0.76 0.86 0.82 0.70
Mean 0.69 0.69 0.63 0.78 0.77 0.74 0.89 0.86 0.73

Adjusting-key latencies
Subject 1 0.74 0.85 0.68 0.87 0.87 0.77 1.07 1.17 0.87
Subject 2 0.71 0.68 0.66 0.68 0.77 0.67 0.89 0.83 0.73
Subject 3 0.89 0.74 0.83 0.90 0.85 0.76 0.89 0.86 0.73
Mean 0.78 0.76 0.72 0.82 0.83 0.73 0.95 0.95 0.77

Standard-key latencies
Subject 1 0.59 0.67 0.50 0.79 0.66 0.86 0.97 0.78 0.72
Subject 2 0.66 0.62 0.58 0.72 0.67 0.61 0.72 0.82 0.64
Subject 3 0.74 0.65 0.63 0.76 0.83 0.76 0.84 0.79 0.62
Mean 0.66 0.65 0.57 0.75 0.72 0.75 0.84 0.80 0.66
a Delay to the first standard reinforcer.
b Number of standard reinforcers.
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