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Six pigeons responded on a series of concurrent exponential variable-interval schedules, offering a
within-subject comparison with previously published data from concurrent arithmetic variable-inter-
val schedules. Both relative and overall reinforcer rates were varied between conditions. The gen-
eralized matching law described the data well, with undermatching much more frequent than strict
matching. Time-allocation sensitivity consistently exceeded response-allocation sensitivity for both
schedule types, and exponential-schedule sensitivity exceeded arithmetic-schedule sensitivity for both
measures of choice. A further set of conditions using variable-interval schedules whose shortest in-
terval was correlated with the mean interval, like arithmetic schedules, but that provided a constant
conditional probability of reinforcement, like exponential schedules, produced sensitivities between
those produced by conventional arithmetic and exponential schedules. Unlike previous arithmetic-
schedule results, exponential sensitivity changed nonmonotonicallywith changes in overall reinforcer
rate. The results clarify our knowledge of the effects of arithmetic and exponential schedules but
confuse our understanding of the effects of overall reinforcer rate on concurrent choice.
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Many experiments have shown that choice
performance on concurrent variable-interval
(VI) VI schedules is well described by the
generalized matching law (Baum, 1974):

log a log + log c, (1)

where B represents behavior on each alter-
native, measured as either number of re-
sponses or time spent responding, R
represents reinforcers obtained on each al-
ternative, and the subscripts denote the two
alternatives. Log c measures bias, or a con-
stant preference for one or the other alter-
native across variations in the reinforcer ratio.
a is called sensitivity to reinforcer rate, and
describes the extent to which changes in the
distribution of reinforcers between alterna-
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tives produce changes in the allocation of be-
havior. Sensitivity values approximating 1.0
represent strict matching (Herrnstein, 1961,
1970), whereas the term undermatching is
commonly used to describe sensitivity values
less than 1.0 (Baum, 1974; Lobb & Davison,
1975). Reviews by Davison and McCarthy
(1988), Mullins, Agunwamba, and Donohoe
(1982), Myers and Myers (1977), Taylor and
Davison (1983), and Wearden and Burgess
(1982) have shown that undermatching is the
more common result, although Baum (1979)
and de Villiers (1977) have argued that littde
predictive power is lost by assuming strict
matching.

Several experimental variables influence
the degree of undermatching. Taylor and
Davison (1983) surveyed the existing concur-
rent-schedule literature and characterized ex-
periments according to their use ofVI sched-
ules derived from arithmetic or exponential
progressions. A typical arithmetic VI schedule
comprises a series of discrete intervals ran-
domized from the first n terms of the pro-
gression x, 3x, 5x, 7x, ..., where x = mean
interval/n. A typical exponential, or
constant-probability, VI schedule either inter-
rogates a probability generator every 1 s and
arranges a reinforcer with probability = 1/
mean interval, or uses a randomized series of
discrete intervals that approximates the same
probability distribution (e.g., Fleshler & Hoff-
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man, 1962). Taylor and Davison found that
experiments using exponential schedules
generally obtained close to strict matching on
both response (mean aB = 0.97) and time
(mean aT = 0.96) measures of behavior. Al-
though those using arithmetic schedules gen-
erally found undermatching on both mea-
sures and arithmetic-schedule response
sensitivities (mean aB= 0.79) were reliably
lower than the exponential response sensitiv-
ities, arithmetic (mean aT= 0.89) and expo-
nential time sensitivities did not differ signif-
icandly.
Two experiments have shown that the de-

gree of undermatching is affected by the
overall reinforcer rate provided by the con-
current schedule. Alsop and Elliffe (1988), in
an extensive parametric experiment, and
Fantino, Squires, Delbruick, and Peterson
(1972), according to a reanalysis reported by
Alsop and Elliffe, found that sensitivity in-
creased with increasing overall reinforcer
rate. Alsop and Elliffe used arithmetic VI
schedules.
The present experiment was designed to

provide further data bearing on the effects
both of the programming of the VI schedule
and of overall reinforcer rate. First, the exper-
iment is a systematic replication of Alsop and
Elliffe (1988) using exponential VI schedules.
Second, because Alsop and Elliffe's subjects
served again, it provides a direct within-subject
comparison of sensitivities obtained on con-
current arithmetic and exponential VI sched-
ules. Third, it explores Taylor and Davison's
(1983) finding, largely from between-experi-
ment comparisons, that time-based and re-
sponse-based sensitivities do not differ when
exponential schedules are used.

METHOD

Subjects

Six homing pigeons, numbered 131 to 136,
were maintained at 85% ± 15 g of their free-
feeding body weights by postsession feeding
of mixed grain. Water and grit were freely
available in their home cages. The same birds
had served in Alsop and Elliffe (1988). Bird
133 died during Condition 30 and was not
replaced.

Apparatus

A standard pigeon experimental chamber
(height 320 mm, width 330 mm, depth 310
mm) contained three translucent response
keys 20 mm in diameter and centered 95 mm
apart and 250 mm above the grid floor. The
two side keys could be transilluminated red.
When lit, each key was operated by a peck of
force exceeding 0.1 N, producing a feedback
click. A hopper containing wheat was situated
behind an aperture 45 mm square and cen-
tered 122 mm below the center key. During
reinforcement, this hopper was raised and il-
luminated for 3 s, and the keylights were ex-
tinguished. There were no other sources of
illumination in the chamber. An exhaust fan
provided ventilation and some masking
noise. All experimental events were con-
trolled and data recorded by a PDP-11IO com-
puter running SKED-1 1® software (Condi-
tions 1 through 32), or by an IBMO-compatible
PC running MED-PCO software (Conditions 33
through 37).

Procedure

Following data collection for the experi-
ment reported by Alsop and Elliffe (1988),
the pigeons were given free access to mixed
grain for about 1 month. They were then de-
prived of food as described above, and Con-
dition 1 began. Each condition arranged a
concurrent VI VI schedule on the left and
right keys. A changeover delay of 2 s operat-
ed, preventing responses on a given key from
producing a reinforcer until 2 s had elapsed
since the first response on that key. For Con-
ditions 1 through 32, the exponential VI
schedules were arranged as follows: Each 1 s,
a probability generator was interrogated. If
this probability was below a critical value, a
reinforcer was arranged. A second probability
generator allocated this reinforcer to the left
or right key (nonindependent scheduling,
Stubbs & Pliskoff, 1969). The two probabili-
ties were chosen so as to produce the sched-
ules shown in Table 1.
For Conditions 33 through 37, the VI

schedules were arranged differently: For each
key, a separate probability generator was in-
terrogated once every x s, where x is 1/12th
the mean VI interval for that key (Table 1).
With a probability of 1 in 12, a reinforcer was
then arranged for that key. Both probability
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Table 1

VI schedules arranged on the left and right keys, ar-
ranged overall reinforcer rate, arranged probability of a
left-key reinforcer, maximum reinforcers per session, and
sessions of training in each condition. Conditions 1
through 32 arranged exponential VI schedules; Condi-
tions 33 through 37 arranged hybrid VI schedules.

VI schedules (s)

Left Right

13.5 108
108 13.5
24 24
15 60
60 15

480 480
270 2,160

1,200 300
300 1,200

2,160 270
120 120
540 67
75 300

300 75
67 540
24 24

240 240
1,080 135
150 600
600 150
135 1,080
12 12
7 54

30 7.5
7.5 30

54 7
7.5 30

270 34
37.5 150
150 37.5
34 270
60 60
60 60
150 37.5
37.5 150

270 34
34 270

Rein-
Ar- forc-

Ar- ranged ers/
.ranged p ses-
rft/min (left) sion

5.00 .889 40
5.00 .111 40
5.00 .500 40
5.00 .800 40
5.00 .200 40
0.25 .500 11
0.25 .889 11
0.25 .800 11
0.25 .200 11
0.25 .111 11
1.00 .500 40
1.00 .111 40
1.00 .800 40
1.00 .200 40
1.00 .889 40
5.00 .500 41
0.50 .500 23
0.50 .111 23
0.50 .800 23
0.50 .200 23
0.50 .889 23

10.00 .500 40
10.00 .889 40
10.00 .200 40
10.00 .800 40
10.00 .111 40
10.00 .800 40
2.00 .111 40
2.00 .800 40
2.00 .200 40
2.00 .889 40
2.00 .500 40
2.00 .500 40
2.00 .200 40
2.00 .800 40
2.00 .111 40
2.00 .889 40

Ses-
sions

22
27
19
21
23
32
42
40
23
32
22
45
25
27
38
50
28
19
27
23
25
35
32
22
23
30
62
22
27
19
24
41
35
18
29
32
48

gates then ceased to be interrogated until
that reinforcer had been taken, producing
nonindependent scheduling. These sched-
ules were exponential-like in that they pro-
duced a constant conditional probability of
reinforcement but were arithmetic-like in
that their shortest interreinforcer interval
(IRI) was correlated with the mean IRI. We
call these hybrid VI schedules.
The sequence of experimental conditions

is shown in Table 1. Eight sets of conditions
were conducted. Within each set, the ar-
ranged overall reinforcer rate remained con-
stant, and the ratio of reinforcers available on
the left and right keys was varied across con-
ditions (8:1, 4:1, 1:1, 1:4, 1:8). Overall rein-
forcer rate was varied between sets of condi-
tions, ranging from 0.25 to 10 reinforcers per
minute. Conditions 16 and 27 replicated
Conditions 3 and 25, respectively. Both Con-
ditions 28 through 32 and Conditions 33
through 37 arranged an overall reinforcer
rate of two reinforcers per minute.

Experimental sessions were conducted ei-
ther 6 or 7 days each week. Each session be-
gan in blackout and ended in blackout after
either 44 min had elapsed or a predeter-
mined number of reinforcers had been deliv-
ered (Table 1). Each condition remained in
force until all subjects had met a stability cri-
terion five times, not necessarily consecutive-
ly. This criterion required that the median
relative response rate on the left key over the
last five sessions did not differ by more than
.05 from the median of the immediately pre-
ceding block of five sessions.
The only points of difference between the

experimental contingencies arranged here
and by Alsop and Elliffe (1988) concern the
method of programming the VI schedules
and the computer equipment used to control
the experiment. In particular, the experimen-
tal chamber, changeover delay, and reinforc-
er duration were identical.

RESULTS
The data used in the analyses are the num-

bers of responses emitted and reinforcers ob-
tained on the left and right keys, the time
spent on each key (measured from the first
response on a given key to the first response
on the other key and excluding the time oc-
cupied by reinforcer delivery), and the num-
bers of changeovers between keys, averaged
over the last 5 days of each condition for each
bird (Appendix). Initially, we concentrate on
the results from Conditions 1 through 32,
which used conventional exponential VI
schedules.
Although obtained overall reinforcer rates

tended to fall below those arranged, especial-
ly at high arranged rates, the obtained rates
were ordered in the same way as those ar-

Con-
di-
tion

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
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ranged for every subject. At arranged overall
reinforcer rates of 0.25, 0.50, 1.00, 2.00, 5.00,
and 10.00 reinforcers per minute, the mean
obtained rates across subjects were, respec-
tively, 0.22, 0.43, 0.87, 1.65, 3.38, and 5.66 re-
inforcers per minute. Because of the use of a
nonindependent scheduling procedure
(Stubbs & Pliskoff, 1969), relative reinforcer
rates were neither systematically more or less
extreme than those arranged (binomial p >
.05), nor systematically biased towards either
key (binomial p > .05).
For each bird at each arranged overall re-

inforcer rate, Equation 1 (the logarithmic
form of the generalized matching law) was
fitted to the data by least squares linear re-
gression. This procedure was preferred to
nonlinear fitting of the ratio form of the gen-
eralized matching law for two reasons. First,
the logarithmic form produces linear func-
tions, which are easier to interpret graphical-
ly. Second, the ratio form is asymmetrical, in
that the variability of data from conditions in
which the higher reinforcer rate is on the
right key is artificially much lower than that
from equivalent conditions in which the high-
er reinforcer rate is on the left key. This
means that conditions on either side of an
equal-rate condition exert unequal effects on
parameter estimates if the ratio form is fitted
directly.

Identical analyses were conducted for both
response and time allocation. Figure 1 shows
these analyses for the 2 subjects (Birds 132
and 135) for whom Equation 1 fitted the
data, on the average, least well. Table 2 sum-
marizes the results of the generalized match-
ing analyses for all birds, together with fits to
the mean data. The percentage of data vari-
ance accounted for by the fitted line (92) was
less than 85% in only one case (Bird 136's
response allocation at 5.00 reinforcers per
minute; 92 = 78%). Of the 72 individual 9
values, 63 exceeded 95% (M = 97%). Be-
cause 9 is correlated with the slope of the
line, Table 2 shows the standard deviation of
each estimate of slope and intercept (except
for Bird 133 at 2.00 reinforcers per minute,
because it completed only two conditions).
Of the 136 standard deviations, 97 were 0.05
or less. Ten standard deviations exceeded
0.10 (maximum 0.21). There was no trend in
any measure of goodness of fit with overall
reinforcer rate (nonparametric trend test,

Kendall, 1955; p > .05) and no difference in
goodness of fit between response- and time-
allocation data (binomial p > .05).

Estimates of bias (log c in Equation 1) were
slightly but significantly (binomial p < .05)
towards the right key for both response allo-
cation (mean log c = -.07) and time alloca-
tion (mean log c = -.11). Neither bias mea-
sure showed any significant trend with
changes in overall reinforcer rate (nonpara-
metric trend test, p > .05). There was no sys-
tematic difference in either sign or magni-
tude of biases between response and time
allocation (binomial p > .05).

Figure 2 shows estimates of sensitivity to re-
inforcer rate (a in Equation 1) for each bird
as a function of obtained overall reinforcer
rate. Sensitivity was less than 1.0 in 60 of the
72 cases. Both response-allocation (mean aB
= .76) and time-allocation (mean aT = .82)
sensitivities were systematically less than 1.0
(binomial p < .05). Of the 36 values of aB, 28
were lower than the corresponding value of
aT from the same bird at the same overall re-
inforcer rate (binomial p < .05). One-way re-
peated measures analyses of variance showed
significant differences in both aB, F(5, 25) =
4.60, p < .05, and a7, F(5, 25) = 3.95, p <
.05, as a function of overall reinforcer rate,
but there was no monotonic trend in either
measure (nonparametric trend test, p > .05).

Figure 2 suggests that both aB and aT in-
creased to a maximum at 2.00 arranged re-
inforcers per minute and decreased at higher
overall reinforcer rates. The significance of
this pattern of results was assessed post hoc
by fitting least squares lines separately to aB
and aT as functions of obtained overall rein-
forcer rate for each subject. Two lines were
fitted for each subject and measure of behav-
ior: one to the first four data points (from
0.25 to 2.00 arranged reinforcers per minute)
to describe the ascending limb of the func-
tion, and one to the last three data points
(from 2.00 to 10.00 arranged reinforcers per
minute) to describe the descending limb. For
the first four points, the slope of the line re-
lating a values to obtained overall reinforcer
rate was positive in all 12 cases (binomial p <
.05; M = 0.17); for the last three points, all
12 lines had negative slopes (binomial p <
.05; M = -0.04). Although no claim is made
that these functions are in fact linear, this
analysis shows that the nonmonotonic rela-
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log reinforcer ratio
Fig. 1. Log (base 10) ratios of responses (open circles) and time (filled circles) on the left and right keys as

functions of the log reinforcer ratio, for Birds 132 (upper graphs) and 135 (lower graphs). Each graph shows data
obtained at a different overall reinforcer rate. The best fitting straight lines for response and time allocation are
shown on each graph, together with their equations.
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Table 2
Sensitivity to reinforcer rate (a in Equation 1) and bias (log c) estimated from least squares
linear regressions for each subject in each set of conditions for both response-allocation and
time-allocation data. The standard deviations of the estimates are shown in parentheses.

Arranged overall reinforcers per minute

Bird 0.25 0.50 1.00 2.00 5.00 10.00 2.00a

Response-allocation sensitivity (a) values
131 0.76 (0.04) 1.01 (0.02) 1.01 (0.08)
132 0.60 (0.05) 0.57 (0.04) 0.72 (0.05)
133 0.78 (0.05) 0.60 (0.08) 0.76 (0.12)
134 0.71 (0.04) 0.82 (0.04) 0.81 (0.11)
135 0.49 (0.03) 0.51 (0.04) 0.74 (0.02)
136 0.63 (0.03) 0.54 (0.07) 0.55 (0.06)
M 0.65 (0.03) 0.68 (0.01) 0.77 (0.06)

Response-allocation bias (log c) values
131 0.00 (0.04)
132 0.07 (0.04)
133 -0.28 (0.03)
134 0.04 (0.03)
135 0.01 (0.03)
136 -0.37 (0.02)

-0.00 (0.01)
0.17 (0.03)

-0.29 (0.05)
0.07 (0.03)

-0.03 (0.03)
-0.05 (0.04)

-0.16 (0.06)
0.11 (0.04)

-0.19 (0.08)
0.06 (0.08)

-0.05 (0.01)
-0.31 (0.04)

M -0.09 (0.02) -0.03 (0.00) -0.09 (0.04)
Time-allocation sensitivity (a) values
131 0.67 (0.02) 1.02 (0.08)
132 0.57 (0.03) 0.58 (0.05)
133 0.66 (0.07) 0.58 (0.14)
134 0.85 (0.04) 1.02 (0.06)
135 0.64 (0.03) 0.66 (0.06)
136 0.76 (0.04) 0.78 (0.04)
M 0.69 (0.02) 0.77 (0.03)

Time-allocation bias (log c) values
131 -0.33 (0.02) -0.18 (0.07)
132 0.14 (0.03) 0.08 (0.04)
133 -0.47 (0.04) -0.48 (0.10)
134 -0.17 (0.03) -0.09 (0.04)
135 -0.05 (0.02) -0.04 (0.05)
136 -0.10 (0.03) 0.09 (0.03)

1.01 (0.06)
0.74 (0.08)
1.02 (0.21)
0.92 (0.10)
0.88 (0.05)
0.73 (0.04)
0.89 (0.06)

-0.36 (0.04)
0.06 (0.06)

-0.27 (0.14)
-0.07 (0.07)
-0.04 (0.04)
-0.03 (0.02)

1.21 (0.08)
0.67 (0.04)
0.82
0.92 (0.05)
0.92 (0.03)
0.80 (0.05)

1.07 (0.11)
0.79 (0.08)
0.93 (0.03)
0.70 (0.02)
0.67 (0.08)
0.67 (0.18)

0.76 (0.05)
0.66 (0.07)
0.71 (0.14)
0.76 (0.07)
0.71 (0.02)
0.73 (0.04)

0.90 (0.02) 0.81 (0.04) 0.72 (0.01)

-0.12 (0.06) -0.07 (0.07) -0.01 (0.03)
-0.03 (0.03) 0.13 (0.06) 0.24 (0.05)
-0.06 -0.13 (0.02) -0.17 (0.09)
-0.07 (0.03) 0.03 (0.01) -0.06 (0.04)
0.02 (0.02) -0.04 (0.05) -0.02 (0.01)

-0.11 (0.04) -0.37 (0.11) -0.23 (0.02)
-0.06 (0.01) -0.08 (0.02) -0.04 (0.01)

1.13 (0.07)
0.74 (0.05)
0.91
0.96 (0.05)
1.04 (0.02)
0.79 (0.05)
0.93 (0.01)

-0.22 (0.05)
-0.08 (0.04)
-0.09
-0.16 (0.03)
0.06 (0.01)
0.00 (0.04)

1.12 (0.08)
0.80 (0.08)
1.02 (0.04)
0.84 (0.03)
0.76 (0.07)
0.68 (0.05)
0.87 (0.03)

0.01 (0.0.5)
0.05 (0.06)

-0.10 (0.02)
-0.10 (0.02)
-0.04 (0.05)
-0.06 (0.03)

0.81 (0.03)
0.73 (0.06)
0.70 (0.07)
0.83 (0.02)
0.75 (0.04)
0.75 (0.02)
0.76 (0.01)

0.04 (0.02)
0.06 (0.04)

-0.14 (0.04)
-0.04 (0.01)
-0.00 (0.03)
-0.03 (0.01)

M -0.17 (0.01) -0.11 (0.02) -0.12 (0.04) -0.08 (0.01) -0.04 (0.02) -0.02 (0.01) -0.05 (0.02)
a This column contains the results of Conditions 33 through 37. Bird 133 did not serve in these conditions.

tion between sensitivity and reinforcer rate is
reliable.

Figure 3 shows the mean rate of changing
over between keys as a function of the mean
proportion of reinforcers obtained from the
left key in each condition averaged across

subjects. At all overall reinforcer rates, chang-
ing over was most frequent when equal num-
bers of reinforcers were obtained from each
key, producing inverted U-shaped functions.
Across arranged relative reinforcer rates,
changeover rate increased with increasing
overall reinforcer rate (nonparametric trend
test, p < .05). This is shown more clearly in

Figure 4, which shows mean overall response
rate, averaged across subjects and relative re-
inforcer rates, as a function ofmean obtained
overall reinforcer rate. Overall response rate
increased with increasing overall reinforcer
rate (nonparametric trend test, p < .05). The
curve is the best fit of Equation 2:

A1 + A2 =k (BR R2)
=R1 + RB + R (2)

with parameters k = 87 responses per minute
and R, = 0.19 reinforcers per minute (non-
linear least squares fit by the Marquardt-Lev-
enberg algorithm, Marquardt, 1963; 85%

1.12 (0.05)
0.46 (0.05)

0.89 (0.01)
0.88 (0.07)
0.64 (0.08)
0.80 (0.03)

-0.13 (0.04)
-0.05 (0.04)

0.08 (0.01)
0.07 (0.05)

-0.12 (0.05)
-0.03 (0.02)

1.12 (0.05)
0.48 (0.03)

0.83 (0.15)
0.92 (0.04)
0.76 (0.03)
0.82 (0.03)

-0.19 (0.04)
-0.11 (0.02)

-0.00 (0.10)
0.07 (0.03)

-0.02 (0.02)
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Bird 134

w~~~~*\

2 4 6

Bird 132

Bird 135

2 4 6

Bird 136

I

2 4 6

mean obtained overall reinforcers/min
Fig. 2. Sensitivity to reinforcer rate for response (open symbols) and time (filled symbols) allocation from ex-

ponential (squares) and hybrid (triangles) VI schedules as functions of obtained overall reinforcer rate for each
subject.

variance accounted for). Equation 2 derives
from Herrnstein's (1970) equations for con-

current-schedule performance, in which k is
interpreted as the total output of behavior
and Re is interpreted as the rate of obtaining
reinforcers other than those arranged by the
schedules, and the variables are as for Equa-
tion 1. With appropriate linear scaling, Figure
4 also shows that the increase in mean

changeover rate, across subjects and relative
reinforcer rates, approximately paralleled the
increase in overall response rate. As a conse-

quence, the number of responses per change-
over remained roughly constant (M = 22.4).

Conditions 33 through 37 used hybrid VI
schedules, rather than conventional expo-
nential VI schedules, and arranged an overall
reinforcer rate of 2.00 reinforcers per min-
ute. Figure 5 shows generalized matching
analyses of the data from these conditions for
each subject (Bird 133 died before these con-

ditions began). In all cases, Equation 1 de-
scribed the data well (mean f2 = 98%, mini-
mum = 91%). The rightmost column of

Table 2 summarizes these analyses, and the
sensitivity values are plotted as triangles in
Figure 2. Seven of the 10 bias (log c) values
favored the right key. Eight of the 10 sensitiv-
ity (a) values were less than 1.0. All 10 a val-
ues were lower than the corresponding values
from Conditions 28 through 32, which also
arranged 2.00 reinforcers per minute (Table
2, Figure 2, binomial p < .05). Bias values did
not differ systematically from the correspond-
ing values in Conditions 28 through 32. Ob-
tained overall reinforcer rate and changeover
rate, but not overall response rate, were

slightly but significantly (binomial p < .05)
greater than the equivalent rates in Condi-
tions 28 through 32 (Figures 3 and 4). Per-
formance in the two replication Conditions
16 and 27 was in all respects similar to that
in the equivalent original Conditions 3 and
25, except that changeover rate was substan-
tially higher in Condition 16 than in Condi-
tion 3 (Figure 3).

Because Alsop and Elliffe (1988) used the
same subjects as the present experiment and
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obtained relative left-key reinforcer rate
Fig. 3. Changeover rate as a function of obtained relative left-key reinforcer rate. The data are means across

subjects and are plotted separately for each overall reinforcer rate and for the hybrid VI schedules.

arranged either identical or very similar over-
all reinforcer rates, sensitivity values obtained
in the two experiments may be compared di-
rectly. Table 3 summarizes the comparisons
between response- and time-allocation sensi-
tivities, for both the present exponential VI
schedules and the arithmetic VI schedules
used by Alsop and Elliffe, and between sen-
sitivities obtairned using exponential and
arithmetic schedules, for both response and
time allocation. Even assigning ties conser-
vatively, all comparisons were significant (bi-
nomial p < .05). Figure 6 shows, averaged
across subjects, sensitivity values for response
and time allocation, and using exponential,
arithmetic, and hybrid VI schedules, as a
function of obtained overall reinforcer rate
for both the present data and those obtained
by Alsop and Elliffe. This summarizes the dif-
ferent relationships between sensitivity and
reinforcer rate for the different types of VI
schedule.

DISCUSSION

As has been regularly reported in the lit-
erature, the generalized matching law de-
scribed these concurrent-schedule data very
well, and equally well at all overall reinforcer
rates. Undermatching characterized choice at
all overall reinforcer rates. This finding con-
trasts with that of Taylor and Davison (1983),
whose review of experiments using exponen-
tial VI schedules found nearly strict matching
for both response and time allocation. Across
experiments, Taylor and Davison found no
reliable differences between time-allocation
sensitivities using exponential and arithmetic
schedules or between response- and time-al-
location sensitivities using exponential sched-
ules. The within-subject comparison afforded
by the present results, together with those of
Alsop and Elliffe (1988), did reveal such dif-
ferences. Time sensitivities exceeded re-
sponse sensitivities for both schedule types,
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per changeover (squares, left axis) as functions of obtained overall reinforcer rate. The data are means across subjects
and conditions arranging the same overall reinforcer rate for both exponential (filled symbols) and hybrid (open
symbols) VI schedules. The curve is the best fit of Equation 2.

and sensitivities obtained from exponential
schedules exceeded those obtained from
arithmetic schedules for both measures of
choice. We suggest that the difference in con-
clusion derives from the more powerful de-
sign used here, in which all other procedural
variables were held constant between the
present results and those of Alsop and Elliffe
and the use of the same subjects controlled
for the large intersubject variability in sensi-
tivity (e.g., Figure 2; Taylor & Davison's Fig-
ure 1).
The comparison between these results and

those of Alsop and Elliffe (1988) is weakened
to some extent by the fact that no replications
of the arithmetic VI conditions were con-
ducted after the present data were collected.
It is therefore possible that any difference be-
tween the two sets of results derives from or-
der effects or the age of the subjects. How-
ever, there are several reasons for concluding
that neither factor strongly influenced the re-
sults. First, the data reported here were col-
lected immediately after those reported by Al-
sop and Elliffe. No bird was older than 8 years

at the end of the present experiment. Sec-
ond, the hybrid VI conditions, which were
conducted last, produced results between
those of the arithmetic and exponential VI
conditions. This would not be predicted if the
parameters of Equation 1 were systematically
changing with time. Finally, the results of the
two replicated pairs of exponential VI con-
ditions were similar in all respects, except
that changeover rate was higher in Condition
16 than in Condition 3. In particular, neither
response nor time allocation was systemati-
cally either more extreme or more towards
one or other key and overall response rate
was not systematically higher or lower in each
replicated condition than in the equivalent
original condition (binomial p > .05). Al-
though the possibility of a confounding effect
remains, and the conclusions must therefore
be treated cautiously, we suggest that the dif-
ference in the type of VI schedule is a much
more likely explanation of the difference in
results.
The present results replicated those of Al-

sop and Elliffe (1988) in three respects. First,
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Fig. 5. Log (base 10) ratios of responses (open circles) and time (filled circles) on the left and right keys as

functions of the log reinforcer ratio, for each subject in the hybrid VI Conditions 33 through 37. The best fitting
straight lines for response and time allocation are shown on each graph, together with their equations.

Table 3

Comparison of sensitivity values (a in Equation 1) ob-
tained using exponential and arithmetic VI schedules for
both response and time allocation, and of response- and
time-allocation sensitivities for both exponential and
arithmetic schedules. The arithmetic-schedule data are
those reported by Alsop and Elliffe (1988) for the same
subjects at identical or similar overall reinforcer rates.

Comparison of exponential
and arithmetic VI schedule

sensitivities

Arith-
Exponen- metic
tial higher higher Tied

Response allocation 32 4 0
Time allocation 27 7 2

Comparison of time- and re-
sponse-allocation sensitivities

Time Response
higher higher Tied

Arithmetic schedules 31 3 2
Exponential schedules 28 7 1

overall response rate was again an increasing,
concave downward, function of overall rein-
forcer rate (Figure 4). This function is well
described by Equation 2, derived from Herrn-
stein's (1970) equations, with k = 87 re-

sponses per minute and Re= 0.19 reinforcers
per minute. A reanalysis of Alsop and Elliffe's
overall response rates produced similar pa-
rameter estimates (k = 94 responses per min-
ute; Re = 0.15 reinforcers per minute), lend-
ing further support to the conclusion that
order effects did not strongly influence the
results.

Second, the rate of changing over between
keys was an inverted U-shaped function of rel-
ative reinforcer rate (Brownstein & Pliskoff,
1968). As in Alsop and Elliffe (1988), this
function became more sharply peaked with
increasing overall reinforcer rate (Figure 3),
although the effect was less marked. Finally,
and again replicating Alsop and Elliffe's re-

sults with arithmetic VI schedules, mean

changeover rate increased, roughly parallel-
ing overall response rate, with increasing

en
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obtained reinforcers/minute
Fig. 6. Sensitivity to reinforcer rate as a function of obtained overall reinforcer rate, for both response (open

symbols) and time (filled symbols) allocation, on exponential (squares), arithmetic (circles), and hybrid (triangles)
VI schedules. The arithmetic data were reported by Alsop and Elliffe (1988).

overall reinforcer rate, so that the number of
responses per changeover remained constant
(Figure 4).
The present results differed from those of

Alsop and Elliffe (1988) in the effect of over-

all reinforcer rate on sensitivity. Figure 2 and,
more clearly, Figure 6 suggest that, as overall
reinforcer rate increased, both response- and
time-allocation sensitivities increased to a

maximum at 2.00 arranged reinforcers per
minute, but decreased thereafter. At 10.00 ar-

ranged reinforcers per minute, sensitivities
were similar to those obtained by Alsop and
Elliffe with arithmetic schedules. The finding
that sensitivity increases with overall reinforc-
er rate therefore does not extend to expo-
nential VI schedules.
These results suggest that there are two ma-

jor differences between performance on con-

current arithmetic and exponential VI sched-
ules: Exponential schedules produce higher
sensitivities, and the relation between sensi-

tivity and overall reinforcer rate is different.
It may be profitable to explore the nature of
each schedule in more detail. The arithmetic
VI schedules used by Alsop and Elliffe (1988)
comprised a randomized series of 12 discrete
interreinforcer intervals (IRIs), in which the
shortest interval was 1/12 the mean interval
and the longest interval was 23/12 the mean
interval. By contrast, the temporal distribu-
tion of IRIs on the kind of exponential VI
schedule used here is much more continu-
ous, unbounded, and limited only by the fre-
quency of sampling the probability of arrang-
ing a reinforcer. The shortest interval is not
correlated with the mean interval: It is equal
to the sampling interval, typically and here 1

s. The longest interval is theoretically infinite.
Figure 7 shows probability distribution

functions for different IRIs, up to 60 s, for an
arithmetic VI 30-s and an exponential VI 30-
s schedule. (We have made the simplifying
assumption that reinforcers are obtained as
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Fig. 7. Conditional (open symbols) and a priori (filled symbols) probability distributions of arranged interrein-

forcer intervals on exponential (small squares), arithmetic (circles), and hybrid (triangles) VI 30-s schedules. The y

axis is scaled logarithmically.

soon as they are arranged.) There are two
different kinds of functions. The a priori
functions represent the probability, at the
point when a reinforcer is delivered, that the
next IRI will be x s. For an arithmetic sched-
ule, there are 12 points on the a priori func-
tion, and the probability of each is 1 in 12.
For an exponential schedule, there is a point
every 1 s and the probability of each decreas-
es linearly on log probability coordinates, be-
cause the probability that the next IRI will be
2 s, for example, is the probability that the
IRI is not 1 s multiplied by the probability of
arranging a reinforcer per second = (29/
30) (1/30). The conditional functions repre-
sent the probability, given that x s have
elapsed since the last reinforcer, that a rein-
forcer will be arranged. For an exponential
schedule, conditional probability is constant,
because the probability of arranging a rein-
forcer per second is constant. For an arith-
metic schedule, conditional probability is in-
creasing and concave upwards, because the
schedule samples from a series of discrete in-

tervals (if more than 52.5 s have elapsed since
the last reinforcer, the probability that the IRI
is 57.5 s is 1.0). There are thus several points
of difference between the distributions of
IRIs arranged by arithmetic and exponential
VI schedules. First, the conditional and a

priori probability functions are different. Sec-
ond, the exponential distribution is near con-

tinuous, but the arithmetic function is dis-
crete. Third, the shortest interval is
correlated with the mean interval on arith-
metic, but not exponential, schedules.

This last difference appeals as a possible
source of the difference in the effects of over-

all reinforcer rate: When overall reinforcer
rate is low (mean interval is high), there is a

large difference between the shortest inter-
vals arranged by arithmetic and exponential
schedules. As overall reinforcer rate increases
(mean interval shortens), this difference de-
creases. At arranged rates of 5.00 and 10.00
reinforcers per minute, the mean shortest in-
tervals produced by the arithmetic VI sched-
ules are 1 s and 0.5 s, respectively, similar to

1.00

0.10

coQ0
0
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0.01
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the shortest exponential-schedule interval
(the sampling interval). As Figure 6 shows,
arithmetic and exponential sensitivities con-
verged at these overall reinforcer rates. That
is, in terms of shortest interval, arithmetic
and exponential VI schedules become indis-
criminable at very high reinforcer rates, so it
is not surprising that they should produce
similar sensitivity values.
The hybrid VI schedule was introduced to

assess the effects of shortest interval duration
on sensitivity, and contained features similar
to both arithmetic and exponential sched-
ules. These schedules were exponential-like,
in that the probability of arranging a rein-
forcer per sampling interval was constant at
1 in 12. This means that the a priori and con-
ditional probability functions had the same
shapes as those for exponential schedules
(Figure 7), although displaced upwards, be-
cause sampling was less frequent. The hybrid
schedules were also arithmetic-like, in that
the sampling interval was 1/12 the mean in-
terval, so that shortest interval and mean in-
terval were correlated, and the distribution of
IRIs was not continuous. If the shortest inter-
val is important, the use of these schedules
might be expected to reduce exponential-
schedule sensitivities towards the equivalent
arithmetic-schedule levels.
The effect of arranging hybrid VI sched-

ules was assessed at an overall reinforcer rate
of 2.00 reinforcers per minute, because that
rate produced the greatest difference be-
tween exponential and arithmetic sensitivi-
ties. As predicted, all 10 response and time
sensitivities were lower than those produced
with conventional exponential schedules
(Figure 2). This suggests that sensitivity is, giv-
en a constant reinforcer rate, in part deter-
mined by the shortest IRI.
A possible mechanism for the role of the

shortest interval might be that, following the
delivery of a reinforcer on one concurrent
arithmetic VI alternative, reinforcement on
that alternative becomes impossible for the
duration of the shortest interval, so that the
subject might switch to the other alternative.
This would lead to differential switching away
from the higher reinforcer-rate alternative,
and therefore to lowered sensitivity. There is
no such differential contingency in favor of
switching away from the richer alternative in
concurrent exponential VI schedules. Some

circumstantial support is lent to this idea by
the findings that (a) changeover rates were
slightly higher in the hybrid VI conditions
than in the equivalent exponential VI condi-
tions (Figure 3), and (b) changeover rates
were considerably higher in Alsop and Elliffe's
(1988) arithmetic VI experiment (their Figure
5; overall M = 5.15 changeovers per minute)
than in the present experiment (Figure 4;
overall M = 2.96 changeovers per minute).
Alsop and Elliffe (1988) entertained the

possibility that their observed relation be-
tween sensitivity and overall reinforcer rate
was driven by increased changing over at high
reinforcer rates. In the spirit of Herrnstein's
(1970) analysis, high changeover rates may
indicate a high degree of interaction between
alternatives, predicting high generalized
matching sensitivity. This interpretation may
be rejected more firmly on the basis of the
present data. First, sensitivity and changeover
rate increased together only at low to mod-
erate reinforcer rates. Beyond 2.00 reinforc-
ers per minute, changeover rate increased
(Figure 4) while sensitivity decreased (Figure
6). Second, as discussed above, changeover
rates were higher, yet sensitivities were lower
in the hybrid VI conditions compared with
the exponential VI conditions, and in Alsop
and Elliffe's arithmetic VI conditions com-
pared with the present data. The correlation
between overall response and changeover
rates (Figure 4) suggests that increases in
changing over at higher overall reinforcer
rates simply reflect increases in behavior
maintained by food reinforcement rather
than changes in the allocation of that behav-
ior between alternatives.
Two discriminability-based interpretations

advanced by Alsop and Elliffe (1988) are also
complicated by these results. They suggested
that differences in reinforcer rate between al-
ternatives may have been discriminated less
well at low overall rates, because the behavior
came into contact with the contingencies less
often. (At low overall rates, few reinforcers
occur on either alternative, so that the num-
ber of opportunities the subject has for com-
paring the two rates is limited, leading to a
more difficult discrimination.) Within a meli-
oration framework (Herrnstein & Vaughan,
1980), equalizing local reinforcer rates on
each alternative may similarly be more diffi-
cult at low overall rates. Sensitivity did indeed
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change with overall reinforcer rate in the
present experiment, but not in a monotonic
fashion, casting doubt on both interpreta-
tions.
The ability of the generalized matching law

to describe concurrent-choice data is beyond
doubt and scarcely needs the further support
provided by the present results. However, the
results are relevant to any attempt to attach
theoretical importance to that descriptive
power or to argue that generalized matching
is the mechanism that governs concurrent
choice. The problem is that there is no a
priori predictable relationship between the
sensitivity parameter and the growing body of
procedural variables that affect sensitivity. For
example, both the present results and those
of Alsop and Elliffe (1988) show that overall
reinforcer rate affects sensitivity, but there is
nothing contained in any generalized match-
ing mechanism to predict directly that it
should do so. It is also difficult to maintain
the one theoretical derivation of Equation 1
in the light of this relationship. Prelec (1984)
derived the power function form of Equation
1 from three primitive assumptions about the
determinants of choice: (a) the assumption
that response rates are continuous differen-
tial functions of reinforcer rates; (b) the as-
sumption of relative homogeneity, that rela-
tive preference is not affected by equi-
proportional changes in all reinforcer rates;
and (c) the assumption of relative indepen-
dence, that relative preference between two
alternatives is not affected by the reinforcer
rate for all alternatives. The assumption of
relative homogeneity is violated, in that equi-
proportional changes in all reinforcer rates
did produce changes in relative preference.
If it is objected that all reinforcer rates were
not changed equally, because extraneous re-
inforcement was not manipulated, then the
assumption of relative independence is vio-
lated instead. Prelec himself suggested that
an experiment in which overall reinforcer
rate was varied in concurrent VI schedules
would constitute a test of his derivation.

Finally, if the difference between these re-
sults and those of Alsop and Elliffe (1988) is
to be attributed to a potential order effect,
then that difference has few implications for
a generalized matching theory. If sensitivity is
considered to be an organismic variable that
describes individual differences in the rela-

tionship between choice and relative rein-
forcement, it is not surprising that it should
change with the individual's age or experi-
mental experience. However, if the difference
in results is to be attributed to the difference
in VI schedules, as we suggest is more likely,
we must add schedule type to the body of sen-
sitivity-controlling variables. Again, there
seems no reason to predict, from a theory of
generalized matching, that such an effect
should occur.

In summary, these results clarify the rela-
tionships between response- and time-alloca-
tion sensitivity values obtained using arith-
metic and exponential VI schedules. Time
sensitivities exceeded response sensitivities
for both schedule types, and exponential sen-
sitivities exceeded arithmetic sensitivities on
both measures of choice (cf. Taylor & Davi-
son, 1983). The results of the hybrid VI con-
ditions suggest that some part of the differ-
ence between arithmetic and exponential
sensitivities derives from the correlation of
the shortest IRI with the mean IRI on arith-
metic schedules, and a mechanism was ten-
tatively offered for this. However, the results
have confused our understanding of the re-
lationship between sensitivity and overall re-
inforcer rate. Unlike arithmetic sensitivities,
exponential sensitivities changed nonmono-
tonically with increasing overall reinforcer
rate. The reasons for such a relationship and
for the difference between the effects of the
two schedule types remain unclear.
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APPENDIX
Mean numbers of responses emitted, time spent responding, and reinforcers obtained on the
left and right keys, and mean changeovers between keys, averaged over the last five sessions
in each condition for each subject.

Responses Time Reinforcers

Bird Condition

131 1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37

132 1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20

Left

1,074
161
812

1,148
161

1,161
2,024
454

1,480
159
690
141

2,301
378

3,563
625

1,028
188

2,043
230

2,951
487
406
179
543
102
494
108

1,841
185

1,934
748
864
195

1,761
140

1,775
647
186
450
713
250
792

1,186
223
798
315

1,173
401
715
730

1,748
712

1,159
360

1,642
1,085

Right

181
1,320
798
219

1,221
1,072
453

1,404
374

1,533
1,861
2,272
952

1,894
448

1,050
1,395
2,444
653

1,456
245
485
77

616
124
475
202

1,801
365

1,829
218

1,304
1,355
1,588
392

1,796
205
52

642
422
322
663
893
184
264
252

1,365
1,114
2,098
202

1,311
348
540
671

1,193
391

1,472

Left

599
75

417
562
89
880

1,642
368

1,484
155
585
90

1,430
282

2,043
309
885
138

1,483
237

2,377
294
323
110
329
64
373
74

1,142
142

1,277
526
607
147

1,126
91

1,208
546
138
337
473
160

1,290
2,187
1,267
2,010
616

1,170
329

2,017
893

2,048
345

1,580
521

2,035
902

Right

63
571
380
99
547

1,610
847

2,247
1,125
2,464
1,962
2,440
1,110
2,259
403
439

1,695
2,445
1,107
2,348
211
285
47

337
68

308
107

1,487
334

1,367
205

1,161
1,105
1,481
307

1,271
153
50

581
394
241
469

1,199
300

1,354
605

1,991
1,362
2,203
539

1,647
491
373

1,015
2,061
545

1,684

Left

35.4
5.0

19.8
31.0
6.6
5.2
9.4
1.4
8.4
0.4

14.2
2.8

25.8
6.6

33.8
20.8
9.0
1.4

12.6
2.4

16.0
21.4
37.6
7.6

34.0
4.4

32.4
3.6

34.0
7.4

34.2
18.8
21.4
6.6

32.4
4.4

36.0
36.6
4.2

17.2
31.2
7.2
4.8

10.4
1.8
7.2
0.8

17.2
2.8

22.0
5.6

29.2
19.2
8.4
1.4

16.6
3.4

Right

4.6
35.0
20.2
9.0

33.4
4.8
1.0
6.8
1.8
7.0

16.8
33.2
7.6

26.6
3.6

20.2
10.8
18.0
4.0

15.6
1.4

19.6
3.4

33.4
7.0

36.6
8.6

36.4
6.0

32.6
5.8

21.2
19.0
33.4
7.6

35.6
4.0
3.4

35.8
22.8
8.8

32.8
5.6
0.6
4.8
1.4

10.4
18.8
33.2
5.6

26.2
4.4

21.8
6.6

18.2
3.2

14.4

Change-
overs

21
19
61
30
21
102
149
52
123
23
107
24
129
49
59
45
77
29
86
32
31
35
12
21
20
10
18
18
57
27
35
65
78
31
47
17
28
18
45
75
65
50
117
63
77
95
116
219
89
63
162
98
85
128
98
108
170

=----==
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461

(Continued)

Responses Time Reinforcers Change-
Bird Condition Left Right Left Right Left Right overs

132 21 1,476
22 317
23 500
24 236
25 469
26 169
27 367
28 390
29 1,499
30 678
31 1,468
32 1,400
33 1,122
34 687
35 1,216
36 567
37 1,219

133 1 590
2 97
3 489
4 676
5 238
6 836
7 1,310
8 450
9 1,207
10 251
11 730
12 358
13 1,670
14 525
15 1,401
16 472
17 915
18 311
19 1,304
20 385
21 1,245
22 158
23 362
24 96
25 246
26 69
27 347
28 181
29 867

134 1 1,194
2 267
3 741
4 1,136
5 325
6 2,326
7 4,330
8 1,481
9 3,536
10 490
11 1,884
12 667
13 3,542

370 1,965 624 15.2 2.0 86
171
48
317
141
338
83

1,563
543

1,711
264

1,405
1,150
1,585
849

1,431
378
107
876
597
250
929

1,955
719

2,107
1,020
1,925
2,011
2,388
823

2,165
438
644

1,387
2,569
1,151
1,907
840
480
136
518
158
268
113

1,098
349
275
873
665
322
890

2,339
881

2,328
986

3,242
2,967
3,589
1,073

256
362
136
295
93
312
220
929
360

1,100
692
646
353
732
308
866
709
71

339
620
193
662

1,263
387
941
216
496
210

1,437
282

2,193
348

1,016
193
922
258

1,257
193
341
110
307
62

349
169

1,111
587
95
294
540
124
992

1,958
594

1,965
159
791
212

1,629

249
51
307
114
303
79

1,179
395

1,140
176
882
739

1,042
491
905
337
83

695
464
199
625

1,832
1,234
2,225
1,669
2,393
2,033
2,325
1,028
2,236
293
530

1,568
2,386
1,667
2,328
1,337
389
138
398
170
357
136

1,308
419
142
554
404
157
555

1,496
534

2,017
647

2,455
1,587
2,182
567

20.8
36.8
8.8

33.6
5.2

34.6
5.8

32.0
6.4

37.4
21.0
21.0
7.6

33.0
5.0

36.6
36.2
4.6

19.4
31.6
10.6
4.2
6.6
2.0
7.2
1.6

17.8
3.4

27.2
8.0

33.2
21.0
8.6
2.0

12.6
3.6

13.8
19.0
35.4
7.8

33.6
4.6

32.2
4.6

31.4
35.4
5.2

20.8
33.6
7.8
5.2
8.6
2.4
8.2
0.6

20.8
2.6

28.8

20.2
4.2

32.2
7.4

35.8
6.4

34.2
8.0

33.6
2.6

19.0
18.8
32.4
7.0

35.0
3.4
3.8

35.4
20.6
8.4

29.4
4.4
1.4
7.6
2.6
8.8

17.0
31.6
8.2

29.8
5.2

20.0
10.0
18.4
4.4

14.6
1.6

22.0
5.6

33.2
7.4

36.4
8.8

35.4
8.6
4.6

34.8
19.2
6.4

32.2
5.2
1.0
7.4
1.6
8.4

21.2
35.6
8.2

44
14
37
27
21
21
69
109
115
52
179
145
124
128
110
100
22
19
78
49
50
129
179
95
135
59
117
62
175
78
70
100
165
48
164
65
179
53
36
33
34
16
35
42
90
55
31
85
53
36

229
197
138
213
45
215
81
166
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Responses Time Reinforcers Change-
Bird Condition Left Right Left Right Left Right overs

134 14 1,325
15 4,963
16 684
17 2,590
18 564
19 3,999
20 1,095
21 5,332
22 418
23 477
24 173
25 506
26 107
27 397
28 179
29 2,113
30 571
31 2,466
32 1,408
33 1,423
34 546
35 2,068
36 287
37 2,819

135 1 675
2 191
3 473
4 790
5 273
6 705
7 929
8 308
9 775
10 218
11 1,158
12 397
13 1,359
14 506
15 1,814
16 610
17 694
18 407
19 992
20 463
21 861
22 325
23 485
24 210
25 508
26 114
27 482
28 231
29 1,440
30 445
31 1,505
32 1,016
33 756
34 363
35 1,110

3,217
639
746

2,050
3,159
1,629
3,316
1,138
389
120
478
225
565
144

1,925
544

2,031
437

1,396
1,120
1,540
413

1,452
416
152
728
617
259
869
588
333
757
379
874

1,100
1,981
725

1,554
355
661
851

1,553
474

1,036
274
398
94

527
214
489
227

1,462
429

1,463
151

1,009
954

1,054
282

508
1,988
295

1,200
192

1,757
354

2,108
196
297
90
300
75

304
96

1,003
255

1,101
636
592
631
872
138

1,223
440
98
295
560
171

1,272
1,996
589

1,659
331

1,400
325

1,681
462

2,220
360

1,159
395

1,950
609

2,071
218
277
110
328
70

312
169

1,276
359

1,428
796
714
370
951

1,892
290
401

1,382
2,383
832

2,223
469
234
63

281
113
334
82

1,295
283

1,216
219
804
688

1,028
273

1,196
209
83

485
368
160
548

1,220
503

2,028
950

2,281
1,063
2,207
850

1,838
317
392

1,434
2,183
625

1,978
521
273
51

299
116
308
124

1,324
302

1,176
100
738
764

1,043
224

9.2
34.4
18.0
9.4
1.8

12.4
4.4

17.8
18.8
36.4
8.8

32.0
6.8

34.4
3.8

32.6
8.8

36.2
20.6
20.0
7.8

33.6
4.8

35.0
37.0
4.0

20.6
31.2
9.8
4.8
6.4
1.0
7.8
0.6

18.6
4.2

27.4
7.8

31.6
20.6
7.6
1.2

18.2
4.2

14.0
18.4
37.6
9.6

30.8
4.6

31.6
4.2

31.2
9.2

36.8
19.0
19.2
7.6

32.4

28.8
4.6

23.0
9.8

20.0
4.8

16.4
3.4

22.2
4.6

32.2
9.0

34.2
6.6

36.2
7.4

31.2
3.8

19.4
20.0
32.0
6.4

35.0
5.0
3.0

36.0
19.4
8.8

30.2
4.4
0.6
6.6
2.4
8.6

16.6
31.8
9.2

31.2
3.0

20.4
8.0

19.8
3.6

13.6
1.6

22.6
3.4

31.4
10.2
36.4
9.4

35.8
8.8

30.8
3.2

21.0
20.8
32.4
7.6

167
95
61

251
62

244
117
169
37
20
23
28
17
23
31
96
65
77
98
122
77
77
41
71
27
26
56
40
40
116
83
135
109
92
205
113
162
110
89
53
152
108
112
123
76
40
12
21
21
16
27
43
57
67
25
96
111
73
45
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Responses Time Reinforcers Change-

Bird Condition Left Right Left Right Left Right overs

135 36 308
37 1,503

136 1 525
2 126
3 163
4 233
5 111
6 454
7 913
8 269
9 605
10 127
11 622
12 273
13 677
14 375
15 840
16 202
17 649
18 494
19 910
20 430
21 979
22 148
23 168
24 79
25 212
26 64
27 225
28 179
29 674
30 200
31 766
32 588
33 457
34 276
35 608
36 168
37 575

1,152 223 1,100 5.4 34.6 52
145
148
661
755
364
647

1,322
351

1,118
850

1,765
1,522
1,859
631

1,322
602
442
954

1,307
503

1,090
354
290
60

351
114
369
117

1,315
232

1,140
168
614
777

1,006
308
761
230

1,076
578
145
332
576
208

1,103
2,162
554

1,629
233

1,180
384

1,785
666

1,973
454

1,338
657

1,992
657

2,188
291
368
100
353
109
350
222

1,077
252

1,211
894
708
397
990
195

1,123

105
148
611
504
256
504

1,388
328

2,059
983

2,375
1,331
1,970
750

1,744
571
495

1,248
1,927
597

1,915
395
306
81
346
123
379
113

1,297
283

1,065
210
727
798

1,224
428

1,055
282

36.2
35.4
5.2

19.8
31.6
8.4
4.4
9.6
2.2
7.0
0.6

20.2
4.2

25.0
7.4

27.8
21.6
9.4
3.0

13.4
3.4

16.4
20.0
36.6
7.0

34.2
7.4

33.4
4.2

33.0
6.0

36.8
19.6
20.4
7.4

29.2
4.2

35.0

3.8
4.6

34.8
20.2
8.4

31.6
5.2
0.6
6.6
2.6

10.4
18.4
31.8
7.4

31.0
4.4

19.4
8.8

15.6
3.6

19.2
2.8

21.0
4.4

34.0
6.8

33.6
7.6

35.8
7.0

34.0
3.2

20.4
19.6
32.6
10.8
35.8
5.0

27
43
36
64
58
44
134
87
94
136
47

212
91
137
132
144
89
152
132
123
134
93
54
19
21
27
20
28
46
70
51
52
108
97
68
93
38
68


