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INTRODUCTION

It has been 11 years since the Ambros laboratory reported
the first microRNA (miRNA; Lee et al. 1993), and six years
since the Fire and Mello laboratories described the gene
silencing effects of double-stranded RNA (dsRNA; Fire et al.
1998). It is now clear that those reports each “lifted a corner
of a great veil” (to paraphrase Albert Einstein) that had
previously hidden an astonishing range of gene regulatory
phenomena, many of which had been hinted at in plants
(Matzke and Matzke 2004) and fungi (Pickford et al. 2002).
The ongoing efforts to uncover the full biological scope of
RNA silencing and to develop it as an experimental and
therapeutic tool came into view on April 14–19, 2004, as
540 scientists from around the globe convened in the thin
air of Keystone, Colorado, for the 2004 Keystone Sympo-
sium entitled “siRNAs and miRNAs.” The attendance more
than doubled that of a similar Keystone Symposium held
two years earlier, attesting to the rapid growth of interest in
RNA silencing. Given the ever-expanding breadth of the
field, meeting organizers Victor Ambros and Tom Tuschl
did an exemplary job of ensuring that there was something
for everyone in attendance. The conference was loosely or-
ganized around a progression from biological roles to mo-
lecular mechanisms, and then on to more applied topics
such as large-scale RNA interference (RNAi) screens and
dsRNA-based therapeutics. This review will follow the same
thematic format, with an emphasis on roles and mecha-
nisms.

BIOLOGY

The meeting began with keynote addresses from Ron Plas-
terk (Hubrecht Laboratory) and Andy Fire (Stanford), two
pioneers in RNA silencing. Both gave somewhat historical
accounts that traced the observations that led them into the
field, and both described how their findings prompted them

to view RNA silencing as akin to an immune system for the
genome. Plasterk described a genetic screen for Caenorhab-
ditis elegans “mutator” strains that fail to silence trans-
posons in the germline. Several mutants identified in this
screen also displayed an RNAi defect (Ketting et al. 1999),
raising the possibility that one natural role of the RNAi
machinery is to protect the genome from invasive nucleic
acids. This view has since received direct experimental vali-
dation (Sijen and Plasterk 2003). He extended the immune
system analogy even further by noting that the roles of
RNA-dependent RNA polymerases (RdRPs) in amplifying
the dsRNA silencing trigger (in some organisms) can be
thought of as a clonal selection step. Fire strengthened this
analogy in his address, describing evidence that silencing
triggers are amplified only if they encounter their mRNA
targets. As one example, he pointed out that only germline-
expressed genes can be silenced beyond the F1 generation in
worms, consistent with the idea that the continuous pres-
ence of the target may permit ongoing trigger amplification
(and therefore ongoing silencing) in subsequent genera-
tions.

Plasterk also presented early results from his laboratory’s
efforts to use miRNAs experimentally in vertebrates. He
showed that miRNA injection into zebrafish and Xenopus
tropicalis can yield dominant developmental phenotypes
without affecting target mRNA levels, implying that the
injected miRNAs inhibit gene expression at the level of
protein synthesis, as do most natural miRNAs in animals.
Mutational analyses indicated that the most important se-
quence determinants for miRNA specificity and function
reside within nt 2–8 at the 5� end of the mature miRNA.
This theme of miRNA target specificity would be echoed by
several other speakers later in the meeting.

For the past few years, a primary focus of the miRNA
field has been to catalog the complete miRNA inventory in
a host of model organisms, using both cloning and bioin-
formatic approaches (Lai 2003; Bartel 2004). For a few fa-
vorite species, the miRNA roster has rapidly expanded and
is now beginning to plateau. The identification of these
miRNAs has fueled the search for the natural targets of
these endogenous regulators, and several talks made clear
that the list of validated targets is beginning its own period
of rapid expansion. Dave Bartel (Whitehead Institute) be-
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gan with a discussion of miRNA regulation in plants, where
most miRNAs are perfectly complementary (or nearly so) to
their targets. He reported that the plant miRNA target pre-
diction algorithms have improved to the point that the
signal-to-noise ratio is nearing 100:1. Target prediction in
animals is also improving, but the hurdles remain signifi-
cant because, compared to plants, animal miRNAs have a
much lower degree of complementarity to their targets. One
exception to this apparent rule is the miRNA miR-196,
which is nearly perfectly complementary to the mRNA from
the mouse homeobox gene HOXB8. Experiments indicate
that miR-196 is the first example of a mammalian miRNA
that naturally regulates protein production via mRNA deg-
radation rather than translation inhibition (Yekta et al.
2004). Bartel also reported the successful development of
miRNA microarrays, which promise to streamline miRNA
expression pattern analyses. Preliminary results indicate
(not surprisingly) that miRNA tissue specificity is common.

Deborah Marks (Columbia) and Julius Brennecke (from
Stephen Cohen’s laboratory at the European Molecular Bi-
ology Laboratory) each discussed the computational pre-
diction of miRNA targets in Drosophila. Both groups em-
ploy algorithms that select targets based on position-
weighted complementarity, predicted free energies of
miRNA/target duplexes, and target site conservation in re-
lated genomes (Enright et al. 2003; Stark et al. 2003). As in
other organisms, target prediction in Drosophila is becom-
ing increasingly refined and reliable, and in many cases the
predicted targets can be experimentally verified. Marks and
colleagues have made their “miRanda” target prediction al-
gorithm available on the web (http://www.microrna.org).

In collaboration with Tom Tuschl’s group, Ulrike Gaul’s
laboratory (Rockefeller) has identified the developmental
phenotypes resulting from the loss of miRNA function dur-
ing Drosophila embryogenesis. By microinjecting a 2�-O-
methyl RNA oligonucleotide complementary to an indi-
vidual miRNA, they can specifically inhibit that miRNA’s
regulatory function. She reported that antisense inhibition
of roughly half of the miRNAs known to be expressed in fly
embryos yields discernable developmental phenotypes. To
cite just a few examples, inhibition of some miRNAs results
in massive apoptosis, whereas inhibition of others leads to
defects in segmentation, dorsal closure, or both. When
combined with bioinformatic target prediction and the
enormous knowledge base relevant to Drosophila embry-
onic development, this approach promises to greatly accel-
erate miRNA target identification in flies.

Although bioinformatics is a powerful way to predict
miRNA targets, classical genetic analyses continue to reveal
fascinating examples of miRNA control. Oliver Hobert (Co-
lumbia) presented the latest chapter in his laboratory’s work
on miRNA control of left–right asymmetry in the C. elegans
nervous system. His group had previously described how
the miRNA lsy-6 down-regulates a transcription factor in
the chemosensory neuron ASEL but not in its morphologi-

cally bilateral partner neuron ASER (Johnston and Hobert
2003). This control results from the ASEL-specific expres-
sion of lsy-6, raising the question of how asymmetric lsy-6
expression is achieved. They now report that the ASEL-
specific zinc finger protein DIE-1 drives lsy-6 expression,
and that DIE-1 is down-regulated in ASER by yet another
miRNA, mir-273. Thus they are working their way up this
regulatory heierarchy, and we can look forward to learning
how the ASER-restricted expression of mir-273 is specified.

The product of the let-7 locus in C. elegans was the sec-
ond miRNA ever identified (Reinhart et al. 2000). This
miRNA controls certain aspects of developmental timing in
part by down-regulating lin-41 expression (Slack et al.
2000). Two other let-7-related genes (mir-48 and mir-241)
map to a single 2-kb interval of the C. elegans genome, and
a genetic screen for suppressors of the lin-4 loss-of-func-
tion heterochronic phenotype (Lee et al. 1993) led Ann
Rougvie’s group (Minnesota) to this locus. She reported
that two independent suppressor mutations map to an in-
verted repeat sequence between mir-48 and mir-241 and
result in precocious mir-48 expression. The genetic results
suggest that the inverted repeat is a transcriptional control
site for mir-48, and that mir-48 cooperates with lin-4 in
controlling the expression of the heterochronic gene lin-28.
Victor Ambros (Dartmouth) came to similar conclusions as
a result of his laboratory’s effort to systematically knock out
each miRNA gene in the worm (in collaboration with the
Bartel and Horvitz laboratories at MIT). Double and triple
knockouts involving mir-48, mir-241, and a third let-7-re-
lated locus (mir-84) result in loss of lin-28 control and
heterochronic larval development, indicating that let-7 fam-
ily members function redundantly to time the expression of
certain target genes.

In a separate part of his talk, Ambros described the con-
tinuing effort to identify novel small RNAs in C. elegans.
Computationally predicted miRNAs cannot be considered
legitimate until they have been detected experimentally; how-
ever, some miRNAs are very weakly expressed and difficult to
detect (e.g., lsy-6), complicating their validation. To overcome
this problem, his group has employed a new two-color fluo-
rescence-based detection scheme that has improved the sen-
sitivity of miRNA detection by two orders of magnitude.
Intriguingly, his laboratory has also identified a class of
∼22-nt RNAs that are derived from protein-coding se-
quences and have precise antisense complementarity to
the corresponding mRNAs. These endogenous anti-exon
siRNAs represent sequences from more than 500 different
protein-coding genes, many of which reside on the X chro-
mosome and are expressed in a germline-enriched manner.
He noted that some of these “endo-siRNAs” fail to accumulate
in rrf-3 mutant worms, and speculated that the decrease in
endo-siRNA levels may account for the enhanced RNAi
phenotype of rrf-3 mutants (Simmer et al. 2002) by reducing
competition for potentially limiting RNAi factors. The bio-
logical meaning of these endo-siRNAs remains unknown.
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In a separate search for let-7 targets in C. elegans, Frank
Slack’s laboratory (Yale) found 12 strong candidates. One
had 18 potential let-7 binding sites in its 3�-UTR and turned
out to be none other than let-60, the worm ortholog of the
ras oncogene that plays a critical role in vulval induction
(Wang and Sternberg 2001). LET-60 protein expression is
limited to the cell that must respond to the inductive signal,
and this expression pattern is enforced not by let-7 itself,
but by the let-7 family member mir-84. The tumorlike mul-
tivulva phenotype that results from LET-60 hyperactivation
can be suppressed by mir-84 overexpression, indicating that
let-7 family members may function as tumor suppressors.
This possibility is underscored by the observation that mul-
tiple let-7 binding sites are conserved in the 3� UTRs of all
three human ras genes.

The proposed tumor suppressor function of let-7 family
members is not the only potential instance of miRNA func-
tion in a process with direct medical relevance. Markus
Stoffel’s group (Rockefeller) cloned a collection of miRNAs
from a pancreatic islet cell line, and identified a previously
unknown miRNA called mir-375. This miRNA can readily
be detected in primary islet cells as well. Overexpression of
mir-375 inhibits glucose-induced insulin secretion, whereas
mir-375 inhibition by a complementary 2�-O-methyl RNA
has the opposite effect. A series of pharmacological and
electrophysiological experiments indicated that mir-375 in-
hibits insulin secretion at the level of exocytosis, and his
group has identified the mRNA from the myotrophin gene
as a probable target. Thus it seems possible that miRNA
dysfunction could contribute directly to diabetes. Philip
Sharp (MIT) and Narry Kim (Seoul National University)
both reported the existence of several miRNAs that are spe-
cifically expressed in mouse embryonic stem (ES) cells and
are repressed during and after differentiation. Although the
relevant mRNA targets have not yet been reported, these
results suggest that the ES-cell-specific miRNAs may help
maintain the “stemness” of this critical population of cells.
Tom Tuschl (Rockefeller) presented the results of experi-
ments describing the miRNA population in virus-infected
cells (specifically, hepatitis C virus, yellow fever virus, HIV-
1, and Epstein-Barr virus; EBV). His group found that vi-
rus infection can result in altered levels of endogenous
miRNAs, but even more excitingly, they identified five
miRNAs that are encoded by the EBV genome itself and are
differentially expressed in latent and lytic stages of infection
(Pfeffer et al. 2004). These are the first examples of virally
encoded miRNAs.

Returning to the plant realm, Jim Carrington (Oregon
State) showed that transgenic plants expressing certain viral
posttranscriptional gene silencing (PTGS) inhibitors (p19,
p21, and HC-Pro) increase the expression of some genes
that are also up-regulated when miRNA biogenesis is com-
promised, suggesting that these inhibitors may affect
miRNA as well as siRNA function. The p19 protein is
known to inhibit PTGS by sequestering siRNA duplexes

(Silhavy et al. 2002), and co-IP and gel-shift experiments
indicated that they do the same to miRNAs. The miRNA
processing pathway appears to involve a miRNA/miRNA*
duplex intermediate, where the miRNA* strand is partially
complementary to the mature miRNA, and in most cases
does not accumulate to detectable levels. However, in the
presence of p19 and p21, both strands accumulate and are
bound to the inhibitor (Chapman et al. 2004). In contrast,
co-IP experiments indicate that HC-Pro does not associate
with either the miRNA or miRNA* strand, suggesting that
it acts by a distinct mechanism. The second part of his talk
took a more evolutionary turn, as he presented an intrigu-
ing model that postulates an inverted duplication mecha-
nism for the evolution of miRNA genes. Transcription
through an inverted duplication yields hairpin RNA, and
sequence drift could result in imperfect pairing in the pre-
miRNA as well as loss of target similarity in the pre-miRNA
arms outside of the mature miRNA sequence itself. This
model led him to several predictions, for example, that
“young” miRNAs may retain target similarity in flanking
regions of the pre-miRNA arms. Preliminary bioinformatic
analysis has yielded some interesting examples that are con-
sistent with this model.

Javier Palatnik (from Detlef Weigel’s group at the Max
Planck Institute for Developmental Biology) also discussed
plant miRNA function, and showed that the pleiotropic
developmental defects of the jaw-D insertion mutant result
from overexpression of a miRNA (miR-JAW) that is en-
coded by a nearby locus (Palatnik et al. 2003). Microarray
analysis revealed that five TCP transcription factor genes are
down-regulated in jaw-D plants, and that all five share a
20-nt sequence that is complementary to miR-JAW. Several
lines of evidence confirm that TCP transcription factor lev-
els are directly modulated by miR-JAW-directed mRNA
degradation.

Although miRNAs dominated the discussion of RNA si-
lencing’s biological functions, some other important themes
emerged as well. Alexander Hüttenhofer (Innsbruck) de-
scribed his “experimental RNomics” approach for defining
the small nonmessenger RNA (snmRNA) population in
many different model organisms and organelles (Hütten-
hofer et al. 2004). His laboratory has uncovered a host of
snmRNAs, many of which are tissue or organelle specific,
and has also noted some clues to their functions. As one
example, his group has found a set of small brain-specific
RNAs from humans that map to a chromosome region
implicated in the neurodegenerative disease Prader-Willi
Syndrome (Cavaille et al. 2000). Interestingly, one is
complementary to a region of a serotonin receptor mRNA
that is posttranscriptionally edited and alternatively spliced.
Although his group’s efforts are focused on RNAs outside of
the 20–25-nt size range, and although he did not address
RNA silencing as such, his talk served as a healthy reminder
that many other regulatory RNAs exist in addition to
miRNAs and siRNAs.

“siRNAs and miRNAs”: A meeting report on RNA silencing

www.rnajournal.org 1167



Andres Verdel (from Danesh Moazed’s laboratory at
Harvard) presented work done in collaboration with Shiv
Grewal’s laboratory (now at the National Cancer Institute)
that has defined a new effector complex that modifies chro-
matin in Schizosaccharomyces pombe. Heterochromatin for-
mation in this organism requires the RNAi pathway (Hall et
al. 2002; Volpe et al. 2002; Schramke and Allshire 2003),
which now appears to work through an assembly called the
RNA-induced Initiation of Transcriptional gene Silencing
(RITS) complex (Verdel et al. 2004). This complex associ-
ates directly with heterochromatin and includes Ago1 (the
lone PIWI/PAZ protein in fission yeast), the heterochroma-
tin protein Chp1, the novel protein Tas3, and 21–23-nt
RNAs that are derived from heterochromatic regions such
as centromeres. The RNAs appear to target the RITS com-
plex to the proper chromosomal locations, though it is un-
clear whether they recognize the DNA directly by base pairing.

Other fates besides Dicer-mediated processing can befall
dsRNA molecules. One such fate is RNA editing (in par-
ticular, adenosine deamination by ADAR enzymes), and
Brenda Bass (Utah) presented her laboratory’s work on
functional intersections between the RNAi and editing
pathways. She described some extensively base-paired and
edited C. elegans transcripts that act as competitive inhibi-
tors of Dicer in vitro. Her group found that in some cases
the extent of editing of these RNAs affects their export into
the cytoplasm (where most Dicer resides). She suggested
that cells may use RNA editing to modulate export, thus
providing a mechanism for regulated Dicer inhibition, as
well as regulated translation of the editing substrates. The
known susceptibility of ADARs to substrate inhibition pro-
vides a plausible way for cells to modulate ADAR activity.
This sort of functional interplay might account for the
known genetic interactions between mutations that affect
the two pathways (Tonkin and Bass 2003).

C. elegans uses additional strategies to modulate RNAi
activity in different tissues. Neural mRNAs are often refrac-
tory to RNAi, and Gary Ruvkun (Harvard) described a ge-
netic screen for mutants with enhanced RNAi activity in
neurons. The screen led his group to identify a novel gene
called eri-1 that encodes a nuclease that specifically cleaves
the 3� overhangs from siRNAs (Kennedy et al. 2004),
thereby blocking efficient siRNA incorporation into effector
complexes. Loss-of-function eri-1 mutants exhibit a tem-
perature-sensitive sterile phenotype, as do mutants in an-
other known RNAi suppressor gene, rrf-3 (Simmer et al.
2002). This observation, and the fact that eri-1 and rrf-3
mutations do not reciprocally enhance each other’s pheno-
type, suggest that ERI-1 and RRF-3 may function in the
same pathway.

MECHANISM

Uncovering the mechanisms of the numerous RNA silenc-
ing pathways will be necessary both to understand their

biological roles and to co-opt them for experimental and
therapeutic purposes. Accordingly, many of the talks were
devoted to explaining the biochemical mechanisms of RNA
silencing, and completing the roster of genes and proteins
involved. Craig Mello (University of Massachusetts) re-
ported the latest results from his laboratory’s screen for
RNAi-defective (rde) mutants in C. elegans. They have now
cloned the rde-3 locus, and found that it encodes a member
of the polymerase � family that includes poly(A) polymer-
ases and 2�-5� oligo(A) synthetases. The mechanistic basis
for the RNAi defect in rde-3 mutants is not yet clear. He also
continued his description of a set of proteins (DCR-1, RDE-
1, RDE-4, and DRH-1/2) involved in RNAi initiation in
worms (Tabara et al. 2002). He reported new data showing
that these proteins all reside within a single complex that
exhibits dsRNA processing activity, making it very likely
that this complex is directly analogous to one in Drosophila
that initiates dsRNA processing and RNA-induced silencing
complex (RISC) assembly (Liu et al. 2003; Pham et al. 2004;
Tomari et al. 2004). RDE-1 is one of 27 PIWI/PAZ proteins
in the worm genome, and his group has now generated null
alleles of all but six of them. Certain PIWI/PAZ null mu-
tants display very interesting and novel phenotypes, includ-
ing chromosome segregation defects.

A genetic screen for RNAi-defective mutants is now being
conducted in Drosophila as well, as reported in a talk by
Young Sik Lee (from Rich Carthew’s laboratory at North-
western). Although this approach promises to identify novel
RNAi factors in flies, the first fruits of the screen have come
from analyses of mutants that lack either of the known
RNAi factors Dicer-1 or Dicer-2 (Lee et al. 2004). His data
showed that only Dicer-1 is essential for miRNA processing,
whereas Dicer-2 plays a dominant role in the siRNA path-
way in vivo and in vitro. He described proteomic experi-
ments that identified at least 20 proteins that are reproduc-
ibly up-regulated in dicer-1 null mutant embryos, suggest-
ing that they are targets of miRNA-mediated inhibition. As
for the RNAi pathway, he found that the defect exhibited by
dicer-2 null mutants persists even when RNAi is triggered by
“pre-diced” siRNAs, implying that Dicer-2’s function in
RNAi is not limited to dsRNA processing. Instead, bio-
chemical experiments with dicer-2 null mutant embryo ly-
sates revealed that siRNA/protein complexes fail to form in
the absence of Dicer-2, suggesting a critical role for Dicer-2
in RISC assembly. One of us (E.J. Sontheimer) picked up on
this theme in a short talk that described a RISC assembly
pathway involving at least three Dicer-2-dependent siRNA/
protein complexes (Pham et al. 2004). Exogenous siRNAs
initially associate with Dicer-2 in a complex that cofraction-
ates with dsRNA processing activity, and the assembly path-
way culminates in a very large (∼80S) form of RISC that,
surprisingly, contains Dicer-2 itself. These observations in-
dicate that Dicer-2 does not “hand off” newly processed
siRNAs to a distinct complex, but rather assembles into
effector complexes along with the siRNA.
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Qinghua Liu (Texas-Southwestern) described work done
in Xiaodong Wang’s laboratory on the Drosophila protein
R2D2, which he identified as a Dicer-2-associated RNAi
factor (Liu et al. 2003). Although Dicer-2 alone can process
dsRNAs into siRNAs, he showed that R2D2 is required for
siRNA incorporation into RISC, and that neither protein is
stably expressed in the absence of the other. Recombinant
Dicer-2/R2D2 heterodimer readily binds siRNAs, unlike
Dicer-2 alone. He described microinjection assays in r2d2
null mutant embryos that confirm R2D2’s role in RNAi in
vivo. Unlike the dicer-2 mutants, r2d2 mutant animals ex-
hibit developmental phenotypes, suggesting at least some
functional distinctions between the two proteins.

Witek Filipowicz (Friedrich Miescher Institute) pre-
sented fascinating new results from his ongoing analysis of
the human Dicer (hDicer) protein. His group has charac-
terized recombinant proteins with mutations in predicted
active-site residues (based on the crystal structure of Aquifex
aeolicus RNase III; Blaszczyk et al. 2001), and he reported
results that are not consistent with the previously described
enzyme/dsRNA structural model. Instead he discussed a
compelling scenario in which an hDicer monomer associ-
ates with a dsRNA terminus (probably via PAZ domain
binding), and then each of the two RNase III domains
makes a single endonucleolytic cut 21–23 nt from the
bound end. The model was particularly interesting in light
of new results presented by Phil Zamore (University of
Massachusetts), whose group used site-specific photocross-
linking with chemically synthesized siRNAs to examine
protein/siRNA interactions. His laboratory (Schwarz
et al. 2003) and others (Khvorova et al. 2003) had previ-
ously reported that siRNA loading into RISC is asymmetric
if the duplex termini have distinct thermal stabilities
(specifically, the strand whose 5� terminus is at the less
stable end is preferentially incorporated). By placing the
photoactivatable group at either end of an asymmetric
siRNA, they found that Dicer-2 interactions are also asym-
metric, with cross-linking observed at the 5� end of
the strand that is destined to enter RISC. The other end
of the RISC-bound strand interacts with R2D2 and an uni-
dentified 120-kDa protein. He proposed that the Dicer-2/
R2D2-containing complex that initiates RISC assembly
(Liu et al. 2003; Pham et al. 2004; Tomari et al. 2004)
is required for siRNA unwinding and interprets siRNA
asymmetry.

Dicer’s roles in RNAi figured heavily in each of the six
talks just described, and a new and recurring theme was that
Dicer/siRNA interactions are critical for RISC assembly. Be-
cause Dicer is also required to generate siRNA (Bernstein et
al. 2001), an appealing model is that Dicer remains bound
to the newly generated siRNA after the dsRNA processing
step, and then ferries it directly into the RISC complex.
However, if Dicer binds the dsRNA substrate end asym-
metrically, then after dsRNA cleavage to generate siRNA, it
will be bound in the “correct” orientation (such that it

directs unwinding from the least stable end) only half the
time. Therefore, if the relative-end-stability model of siRNA
strand selection is correct, then Dicer must release those
siRNAs that are bound in the “incorrect” orientation, so
that they can then rebind in the “correct” orientation. A
critical issue is whether the relative-end-stability model
(which was based on studies with synthetic siRNAs that do
not undergo dsRNA processing) also holds for reactions
with longer triggers. At least one published experiment sug-
gests that strand asymmetry with longer dsRNA triggers
may be dictated primarily by the direction of Dicer pro-
cessing (Elbashir et al. 2001). These issues came up repeat-
edly during the question-and-answer sessions, and will
clearly be the subject of future work.

Filipowicz’s Dicer/dsRNA model included PAZ domain
binding to the dsRNA terminus in part because the PAZ
domains from two different Drosophila PIWI/PAZ proteins
were recently shown to adopt a nucleic-acid-binding fold
that exhibits end-binding activity (Lingel et al. 2003; Song et
al. 2003; Yan et al. 2003). Building on this earlier work,
Keqiong Ye (from Dinshaw Patel’s laboratory at Memorial
Sloan-Kettering) described the crystal structure of a PAZ
domain bound to a short RNA duplex bearing 2-nt 3� over-
hangs (Ma et al. 2004). The overhangs fit into a binding
pocket and contact residues that are nearly invariant in PAZ
domains, suggesting that the interactions are functionally
meaningful. He also described direct binding studies that
confirm the contribution of the 3� overhangs to PAZ do-
main binding affinity.

Most species produce numerous PIWI/PAZ proteins, and
there is already considerable evidence for functional distinc-
tions between individual family members within each spe-
cies. Greg Hannon (Cold Spring Harbor) discussed gene
knockout results in mice that show that distinct phenotypes
are associated with loss of individual PIWI/PAZ paralogs.
One (Ago3�) is viable, another (Miwi2�) is viable but
male-sterile due to spermatogenesis defects, and a third
(Ago2�) dies with multiple developmental abnormalities.
Pull-down experiments using tagged constructs in human
cells suggest that different PIWI/PAZ proteins reside in dis-
tinct complexes, because they do not all display the same
biochemical activities.

In addition to the viral miRNAs noted above, Tom
Tuschl’s talk included recent findings about the target cleav-
age activity associated with minimal human RISC (Martinez
et al. 2002). Because the affinity-purified complex is free of
contaminating exonucleases, they can assay cleavage of
small, uncapped, synthetic RNAs, enabling them to define
minimal substrates and introduce precise chemical modifi-
cations. They found that human RISC is a true endonucle-
ase that leaves 5�-phosphate and 3�-hydroxyl termini (Mar-
tinez and Tuschl 2004), consistent with recent results ob-
tained with Drosophila RISC (Schwarz et al. 2004). This
finding places chemical constraints on the cleavage mecha-
nism, which could be very valuable in evaluating future
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candidates in the search for “Slicer,” the RISC-associated
cleavage enzyme.

Unlike RNAi, miRNA-mediated inhibition of protein
synthesis has not yet been reported in vitro, and as a result
fewer mechanistic advances were reported for the miRNA
pathway. Nonetheless, some important information
emerged about miRNA function and biogenesis. In a sec-
ond part of his talk, Witek Filipowicz showed that miRNA-
independent tethering of certain human PIWI/PAZ pro-
teins to the 3� UTR of a reporter mRNA suffices for target
inhibition in cultured cells in a manner indistinguishable
from that of miRNAs. Importantly, this result reveals that
the miRNAs themselves serve only as guides, and that the
annealed miRNA/target structure does not play a direct role
in silencing. Phil Sharp described experiments with cultured
mammalian cells expressing two reporter genes, only one of
which is subject to miRNA down-regulation. Sucrose gra-
dient analyses revealed that mRNAs from both reporters
were loaded onto polysomes (consistent with previous re-
sults from C. elegans; Olsen and Ambros 1999), and both
shifted into the same lighter fractions upon treatment with
translation inhibitors. The fact that the two mRNAs behave
identically, even when only one is inhibited by miRNAs, led
him to speculate that miRNAs might not affect translation
directly, but instead might somehow direct the cotransla-
tional degradation of the nascent polypeptide. His group
was unable to detect degradation intermediates, and they
also observed that miRNA silencing persisted in the pres-
ence of proteasome inhibitors. Therefore, if his suggested
mechanism is correct, then miRNA-directed degradation is
likely to be very efficient and proteasome independent.

Narry Kim presented important new results on miRNA
expression, and has now obtained considerable evidence
that miRNA precursors are generated by RNA polymerase
II. By using eIF4E affinity chromatography, her group
showed that nonintronic miRNA precursors (“pri-
miRNAs”; Lee et al. 2003) have a 7-methylguanosine cap,
which is a structure specific to RNA polymerase II tran-
scripts. Her laboratory has now mapped the 5� terminus of
at least one mammalian pri-miRNA, and has confirmed
that the region upstream of that site is a promoter that can
drive expression of a heterologous protein-encoding re-
porter gene. While examining one of his laboratory’s new
ES-cell-specific miRNAs (see above), Phil Sharp’s group
also obtained data consistent with RNA polymerase II tran-
scription and pri-miRNA capping, and has mapped the 5�
terminus and analyzed the corresponding promoter. Thus,
the effort to understand miRNA transcriptional control has
now commenced.

EXPERIMENTAL AND THERAPEUTIC APPLICATION

One of the most important consequences of the RNA si-
lencing revolution is the ability to use the pathways to de-

termine gene function and (hopefully someday) treat dis-
ease. Of course, mechanistic understanding improves the
prospects for application, and the lessons learned during
technique development can provide important clues about
mechanism, so the distinctions are not always clear-cut. We
saw several examples of this during the symposium.

RNAi in mammalian cells can be achieved with synthetic
siRNA, but this has often been a hit-or-miss process: Some
siRNAs work beautifully, and others do not work at all
(Mittal 2004). Anastasia Khvorova (Dharmacon) described
a large-scale effort to identify siRNA features that maximize
knockdown efficiency (Reynolds et al. 2004), which has led
to an algorithm that incorporates 66 such parameters and
has greatly improved the reliability of siRNA design. Along
the way they have identified some siRNAs that she de-
scribed as “hyperfunctional” in cultured cells, with effective
concentrations in the low picomolar range and silencing
longevities of 10 d or more. She also mentioned a propri-
etary chemical modification that blocks RISC incorporation
by the siRNA sense strand but not the antisense strand,
reducing the likelihood of sense-strand-directed off-target
effects (see below). Iwao Nozawa (GenoFunction) pre-
sented a system for generating plasmid libraries encoding
short hairpin RNAs (shRNAs), which in principle can be
subjected to an iterative screening procedure to identify the
most active silencing triggers in the library. This has the
potential to allow the prediction/selection process to be
bypassed.

Greg Hannon and coworkers were among the first to
introduce shRNA vectors (Paddison et al. 2002). More re-
cently they have developed an shRNA-based system to fa-
cilitate genome-wide functional screens in mammalian
cells. Though the ink is barely dry on the paper reporting
their first such system (Paddison et al. 2004), he described
some features of a second-generation library that is under
development. The new system is designed to capitalize on
improved shRNA design rules, incorporate features that
promote efficient shRNA processing, and permit tissue-spe-
cific or inducible expression. Preliminary results indicate
that these changes can improve the penetrance and hit rate
when compared to screens conducted with the first-genera-
tion system. René Bernards and colleagues (Netherlands
Cancer Institute) recently reported comparable large-scale
approaches to RNAi screens in human cells (Berns et al.
2004), and his talk discussed their continuing screens for
anticancer drug targets. Their latest adaptation is a screen
for RNAi triggers that overcome the effects of growth in-
hibitory signals, and he described some promising candi-
dates from these screens. Mark Edbrooke (GlaxoSmith-
Kline) presented additional examples of high-throughput
RNAi approaches in drug target identification and valida-
tion.

Some cautionary reports have appeared describing partial
silencing of transcripts other than the intended target, based
on microarray assays (Jackson et al. 2003; Persengiev et al.
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2004; Scacheri et al. 2004). This has led to concern over the
potential frequency of false positives in RNAi-based func-
tional screens. Peter Linsley (Rosetta Inpharmatics) dis-
cussed his group’s work on expression profiling of siRNA-
treated cells, and reported that new siRNA/shRNA design
rules can improve the situation in some cases, but that
off-target effects remain a significant issue. During the
question period that followed the talk, some noted that
proof-of-principle shRNA screens for components of well-
characterized pathways did not suffer from a high rate of
false positives (Berns et al. 2004; Paddison et al. 2004), and
suggested that microarray expression profiling may provide
a far more sensitive readout than a typical functional screen.
The consensus view at the end seemed to be that the po-
tential for off-target effects should certainly be borne in
mind, but that it should not stop others from employing
RNAi as an experimental or pharmacological tool as long as
they are appropriately cautious in their interpretations.

Genome-wide RNAi screens are obviously very useful in
model organisms as well as cultured mammalian cells, and
Christophe Echeverri (Cenix Bioscience) presented his
group’s large-scale RNAi screens for a range of scorable
phenotypes in C. elegans. He discussed the advantages of
multiparameter screens (i.e., those in which multiple phe-
notypic readouts are employed), and as an example, he
presented a video-microscopy-based screen for genes re-
quired for cell division in one- to four-cell embryos. They
have succeeded in identifying more than 600 genes that,
when knocked down, can be placed into one or more of 47
distinct defect categories. More than 60 genes are known to
be essential for early embryonic development in the worm,
and the screen picked up ∼95% of them, indicating a low
rate of false negatives.

David Baulcombe’s group (Sainsbury Laboratory) has
been developing tools for functional genomics in plants,
and he discussed their establishment of potato virus X
(PVX) as an effective vector for high-throughput virus-in-
duced gene silencing (Lu et al. 2003). Conveniently, cDNA
inserts can trigger silencing of corresponding plant target
genes, and it is not even necessary to clone the inserts as
inverted repeats. PVX-based libraries have now been used
in screens that score for a range of phenotypes, demonstrat-
ing the potential of the approach. He also presented a ge-
netic screen for mutants that show enhanced silencing in
plants, and interestingly, several such mutants map to genes
implicated in mRNA processing. He described a model in
which defects in splicing or polyadenylation could increase
the population of aberrant transcripts that then enter the
silencing pathway, thereby potentiating the response. Mi-
chael Metzlaff (Bayer Bioscience) reported that his group
has developed plant satellite viruses as silencing vectors
(Gossele et al. 2002), and noted that the satellite viruses can
be present in 50- to 100-fold excess over the accompanying
autonomous viruses. Satellite virus coinfection can easily be
established with in vitro transcripts, and his group has used

this system to induce the systemic silencing of multiple
genes with a broad range of expression levels.

Of course, viruses are currently envisioned as targets as
well as vectors for RNA silencing. Mark Kay’s laboratory
(Stanford) previously achieved knockdown of hepatitis B
virus gene expression in adult mice by hydrodynamic
siRNA injection (McCaffrey et al. 2002). Despite their suc-
cess, they recognized the need for delivery approaches that
are feasible for human therapies. He now reports that a
specific pseudotype of adeno-associated virus is taken up by
nearly 100% of hepatocytes in vivo, and that nearly all in-
fected hepatocytes express shRNA constructs inserted into
the viral genome. Despite some potential problems with
viral toxicity, target transcript levels were reduced by more
than 98%, suggesting that later generations of these vectors
could be useful in the treatment of liver infections. Muthiah
Manoharan (Alnylam Pharmaceuticals) and David Morris-
sey (Sirna Therapeutics) each presented their respective
group’s progress in developing synthetic siRNA drugs. Both
groups are also attempting to direct siRNA to the liver, in
part to meet the unmet clinical need presented by hepatitis
C virus infection. Both are developing proprietary chemical
modifications that improve serum stability and tissue up-
take, and Manoharan discussed a small molecule natural
product that is taken up by hepatocytes and that can be
chemically conjugated to the 3� terminus of an siRNA pas-
senger strand. Despite their reported advances, both were
very forthright about the significant hurdles that remain in
developing siRNA-based therapeutics, especially with re-
gard to delivery. Sailen Barik (South Alabama) presented
his laboratory’s work using RNAi to dissect host/pathogen
interactions for viruses and for protozoan parasites, with a
particular emphasis on membrane fusion in respiratory
syncytial virus (RSV). He characterized viral and host pro-
teins that modulate the actin cytoskeleton in ways that help
drive membrane fusion, and identified antiviral siRNAs that
suppress this important step in viral pathogenesis.

To no one’s surprise, all stages of the meeting reaffirmed
the sense that the excitement over RNA silencing will con-
tinue for the foreseeable future. Large numbers of miRNA-
based regulatory circuits remain undiscovered, as does the
very mechanism of miRNA silencing in animals. Some basic
biochemical features of the RNAi pathway are coming into
focus, but most of the fundamental mechanistic questions
persist. Our understanding of chromatin-based transcrip-
tional silencing is in an even more primitive state. These
and other aspects of this young field continue to provide
fertile scientific ground, and the resulting insights promise
to enhance the effort to apply RNA silencing as a tool for
research, agriculture, and medicine.
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