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ABSTRACT

Successful investigation of common diseases
requires advances in our understanding of the
organization of the genome. Linkage disequilibrium
provides a theoretical basis for performing candi-
date gene or whole-genome association studies to
analyze complex disease. However, to construct-
ively interrogate SNPs for these studies, tech-
nologies with suf®cient throughput and sensitivity
are required. A plethora of suitable and reliable
methods have been developed, each of which has
its own unique advantage. The characteristics of the
most promising genotyping and polymorphism
scanning technologies are presented. These tech-
nologies are examined both in the context of com-
plex disease investigation and in their capacity to
face the unique physical and molecular challenges
(allele ampli®cation, loss of heterozygosity and
stromal contamination) of solid tumor research.

INTRODUCTION

Molecular biology has undergone a dramatic transformation
as it has evolved into the ®eld of genomics. Combined public
and private efforts to sequence the human genome have
resulted in a ®rst draft representing ~75% of the genome and
an estimated 30 000±40 000 genes (1,2). One of the more
promising applications of this massive genetic data set lies in
developing a better understanding of complex diseases.
Current efforts towards this end attempt to analyze poly-
morphism data across the entire human genome. To accelerate
this process, improvements in polymorphism detection
(genotyping) and our understanding of the genetic diversity
among humans are required.

Polymorphism and linkage disequilibrium

The haploid human genome consists of approximately 3 billion
bp of deoxyribonucleic acids. On average, aligned stretches of
human DNA differ at <0.1% of orthologous nucleotide
positions (3±6). In addition to single base substitution
polymorphism, sequence variation within (and among) species

or populations may be revealed as small insertion/deletions
(indels) or variation in copy number of repeated motifs. From
an evolutionary standpoint, polymorphism represents the
transient state between the origin of genetic variation by
mutation and the loss of variation by ®xation of either the
ancestral or derived state. This transient state can, in certain
circumstances, persist for quite some time (e.g. when there is
balancing selection that maintains polymorphism). Today, the
expression `single nucleotide polymorphism' (SNP) is often
applied to variable sites for which the rarer base is present
within the population at >1% frequency, whereas germline
polymorphisms with a frequency <1% are typically referred to
as `mutations'. We will use these de®nition for this review.

It has been well documented that Mendelian diseases (e.g.
cystic ®brosis) result from defects in one gene. However, it is
suspected that most common diseases (e.g. hypertension)
are `polygenic', meaning that variation in the presence/
absence of the disease is attributable, at least in part, to
polymorphism of multiple interacting genes. This phenotypic
variation may also re¯ect environmental variation, as well as
gene-by-environment interactions that may be complex and
unpredictable.

An allele of one of these `susceptibility genes' may
contribute to disease in certain genetic and environmental
contexts, but not in others. This complexity creates a
monumental task in identifying and characterizing the com-
binations of genetic variants relevant to disease. Population
genetics provides a theoretical basis for addressing part of this
puzzle by constructing a mathematical framework to help
describe the creation, maintenance and distribution of
genotypes. Data analysis in the context of population genetic
models should help identify susceptibility genes (7).

A fundamental concept intrinsic to these genetic models is
`linkage disequilibrium' (LD), the correlation of character
states among polymorphic sites (8). The simplest explanation
for LD is linkage coupled with insuf®cient passage of time to
randomize the character states by meiotic recombination.
Consider the case where a polymorphism is already present at
Locus A. When a mutation occurs nearby (Locus B), the
derived character state (B1) will be associated with one or the
other character state of Locus A (i.e. A0 or A1). In this case,
assume that B1 is initially linked to A1. If there is never
recombination between the A and B loci, then as B1 increases

*To whom correspondence should be addressed. Tel: +1 212 746 6509; Fax: +1 212 746 8588; Email: barany@med.cornell.edu

ã 2002 Oxford University Press Nucleic Acids Research, 2002, Vol. 30 No. 15 3295±3311



in frequency, it will always be associated with A1. That is,
there is a 100% chance that an individual carrying B1 also
carries A1. LD can decay between A and B, however, if
recombination occurs between the two loci: the rate of decay
will be a function of recombination rate and the number of
generations. [Assuming selective neutrality and no recurrent
mutation, LDt = (1 ± c)t LD0 (where c is recombination
frequency, LD0 is initial LD and LDt is LD after t generations)
(Fig. 1), see Lynch and Walsh (8) for a more detailed
discussion]. Thus, the predictive value of the B allele with
respect to the Locus A allele depends on the age of the
polymorphism, the relative frequencies of the two A alleles
when the B1 allele ®rst arises (LD will be stronger if the linked
A1 allele is rarer) and the recombination rate between A and B.

LD can also be maintained by natural selection, even for
polymorphisms that are not syntenic. That is, particular
combinations of character states may be selectively favored
over others. Population structure can also produce LD, as can
recent admixture of formerly isolated populations. For a fuller
review of LD in the context of population genetic theory, see
Nordborg and Tavare (9).

These principles form the conceptual foundation for
association studies. Here, geneticists attempt to correlate
SNP patterns with phenotypes (e.g. normal versus disease) to
directly associate SNPs that act either as markers and/or are
causative for disease. It is useful, here, to distinguish between
co-segregation and LD. If a pair of polymorphic loci are
separated by <50 cM, linked alleles of those loci will tend to
co-segregate during meiosis. However, association studies
depend on population data; implicit is the passing of numerous
generations. Thus, co-segregation during meiosis is necessary,
but insuf®cient, for the validity of LD association studies used
for the purpose of mapping. Given this caveat, a genomic
region characterized by high LD may have many polymorph-
isms segregating non-independently in the population. In such
regions, a single polymorphic site can be used as a marker for
the entire set of loci. Therefore, when attempting to identify a
susceptibility gene across the entire genome, regions of
relatively higher LD could require fewer loci to be genotyped,
since a single locus can represent a larger set. Though most
LD-based methodologies pinpoint only a single genomic
region, one novel approach exists that re¯ects the polygenic
nature of complex traits by assessing the effects of linkage
and/or LD of markers in multiple genomic regions (10).

However, questions persist regarding the utility of LD in
association studies. For example, since the degree of LD can
vary throughout the genome, some regions may be refractory
to association studies. If the marker and allelic variation are in
a `recombination hotspot', then the degree of LD may have
degraded to such an extent over many generations that it is no
longer informative. Fortunately, it appears that LD follows a
block-like structure in the human genome, with large regions
of low allelic diversity (high LD) ¯anked by small regions of
recombination hotspots (11±13). If true across the entire
genome, this would minimize the potential problem of
genomic variability, thus arguing for the utility of LD in
association studies.

Other potential logistical problems arise from variation in
recombination rate. Several population genetics models pre-
dict a decrease in polymorphism levels in regions of reduced
recombination (14,15). This prediction has empirical support
(16±18). Thus, while large areas of reduced recombination
could, in principal, maintain LD among more sites, fewer of
those sites will tend to be polymorphic. Further, because
reduced recombination also decreases the effectiveness of
natural selection on newly arising deleterious mutations
(14,19,20), compensatory insertions that increase the distance
between genes might be selectively favored (21).

Even amongst its proponents, considerable discussion
remains as to the most effective way to utilize LD and SNPs
in association studies (10). Some issues include: the use of
SNPs versus haplotypes (11,22,23), the utility of familial
related individuals (24,25) and population selection, (i.e. large
outbred population versus small isolated population) (26±30).
Due to advances in technology, experimental evidence is
beginning to in¯uence these debates. For instance, part of the
debate on population selection centers on the degree of LD in
various populations. Experimental evidence suggests that the
degree of LD in a small isolated population that has not been
recently formed may be similar to that of a large outbred
population (31±33). This result suggests that, depending on
the population's history, certain small isolated populations
may not provide the advantage of a higher degree of LD;
however, such populations may still be valuable due to their
reduced genetic variation (27).

Despite these lingering questions, association studies using
LD to identify susceptibility genes have achieved some recent
success. Proof of principle experiments using a high-density
SNP map in genomic regions already known to contain
susceptibility genes for complex diseases (including
Parkinson's, Alzheimer's, psoriasis, migraine, type II diabetes
and Crohn's disease) have con®rmed known genes or
identi®ed new ones (13,34±40).

These successful association studies are `candidate gene'
approaches, where the location of the susceptibility gene is
either already known or suspected. A more global approach,
whole genome analysis, attempts to identify the location of
unknown susceptibility genes across the whole genome,
without bias to initial candidate locations. This experimental
design is based on a two-step LD methodology (41). In the ®rst
step, a low-density SNP map (i.e. `picket fence') of the whole
genome is used to identify a region(s) containing the potential
susceptibility gene(s). Once the region is identi®ed, a high-
density SNP map is used to home in on the susceptibility
gene within the region (i.e. analagous to a candidate gene

Figure 1. Effects of recombination rate on LD. Plot depicting how LD
decays more quickly with increased recombination rate with LD (dependent
variable) as a function of time in generations (the independent variable) and
recombination rate (c).
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approach). The success of this approach greatly depends upon
the degree of LD across the human genome, since this will
determine the number and location of SNPs required to
make meaningful predictions (estimates range from 100 000±
200 000 to as many as 1 000 000 SNPs) (31±33,42,43).

In order to generate a useful SNP map of the whole genome
as described above, a subset of representative SNPs must be
culled from a well-characterized map of millions of SNPs. At
present, this endeavor requires tremendous resources, so
several private and public organizations recently created the
SNP Consortium to pool their data. As of February 2001, only
a small fraction of the estimated 11 million SNPs (44) were
listed as identi®ed and positioned (45). This discovery process
remains a signi®cant challenge, demanding high-throughput
platforms and novel techniques to identify known and new
SNPs.

Genetic analysis of solid tumors

High-throughput polymorphism detection technologies hold
great promise for the characterization of complex genetic
diseases. In order to be effective, a given technology needs to
be compatible with the molecular and physical characteristics
of the disease itself. Solid tumor based cancer research
illustrates both the opportunities and barriers to SNP discovery
and identi®cation.

Cancers arise from the accumulation of inherited poly-
morphisms (i.e. SNPs and mutations) and/or sporadic somatic
polymorphisms (i.e. non-germline polymorphisms) in cell
cycle, DNA repair, and growth signaling genes. Knowledge of
these molecular changes can in¯uence patient management.
For instance, members of certain ethnic groups have a higher
risk of carrying SNPs in cancer genes such as BRCA1, BRCA2
or APC. These SNPs confer an increased risk of developing
breast, ovarian, prostate or colon cancers (46±53) and patient
management would bene®t from increased vigilance in
testing. Somatic polymorphisms, such as those in the p53
gene, in¯uence both clinical outcome and response to therapy
(54±60). The precise nature of the p53 mutation, therefore,
may alter treatment protocols and other clinical considerations
(61±65).

In addition to the inherited and sporadic polymorphisms,
many tumors exhibit aneuploidy and chromosomal instability
in which the diploid structure of the genome is corrupted.
Chromosomal rearrangement is common, and the genome
may exhibit ampli®cation of alleles, or conversely the loss of
an alleleÐ`loss of heterozygosity' (LOH). These changes
further serve to characterize the unique molecular signature of
the tumor, and consequently in¯uence patient management as
well. It is imperative, therefore, that detection techniques have
the ability to accurately identify and describe these changes.

The physical characteristics of a solid tumor also makes
mutation detection more dif®cult than SNP analysis on
germline samples. Because solid tumors contain a mixture
of both tumor cells and stromal (i.e. non-tumor) cells, a
polymorphism present in the tumor sample may represent only
a minor fraction (as little as 15%) of the total DNA. In
contrast, for a germline sample with a SNP present, at least
half of the sample being tested will contain that variant. As a
result, a solid tumor sample requires detection strategies with
higher sensitivity.

Criteria for evaluating polymorphism detection
technologies

There is a smorgasbord of polymorphism detection technolo-
gies available, and their utility depends upon the experimental
objectives (and tastes) of the researcher. The most useful
criteria for evaluating a given technology include throughput,
sensitivity/speci®city, quantitative ability, sample require-
ments and cost.

Many parameters can increase throughput, such as multi-
plexing and sample pooling. Multiplexing means that multiple
reactions can be performed simultaneously in the exact same
reaction environment. Assays with very high multiplexing
capabilities can process thousands of reactions in parallel (e.g.
DNA microarrays). Conversely, assays with low multiplexing
capabilities compensate by processing a large number of
separate reactions simultaneously (e.g. Taqman assays). SNPs
that are of low frequency in a population are less likely to be
found when querying germline samples individually. In this
case, pooling of samples can increase effective throughput and
also increase the chances that a low-frequency SNP is
identi®ed per reaction.

In clinical applications, sensitivity (positivity in the pres-
ence of disease) is de®ned as the ability of a test to give a
positive ®nding when the patient truly has the disease:

sensitivity = 100 3 (true positives)/
(true positives + false negatives) (66,67).

Technologies used to detect germline polymorphisms in a
sample from an individual subject require much lower
sensitivity than technologies used to detect sporadic mutations
in a solid tumor sample. Pooled germline samples may require
greater sensitivity than either of the above. Therefore,
different applications can have different sensitivity require-
ments.

Speci®city (negativity in the absence of disease) is de®ned
as the ability of a test to give a negative ®nding when the
patient is free of the disease:

speci®city = 100 3 (true negatives)/
(true negatives + false positives) (66,67).

As a result, assays with low speci®city are more prone to false
positive results. Although false negative and false positive
results are both generally undesirable, a false positive tends to
be more deleterious. This is because a false negative only
removes the sample from its appropriate group, whereas a
false positive not only removes the sample from its appropri-
ate group, but also places it in the wrong group: a double error.
As a result, it is sometimes prudent to sacri®ce sensitivity for
greater speci®city (68).

The demand for quantitative genotyping is rapidly growing.
Quantitative genotyping assays on pooled samples of de®ned
populations are being used to generate comprehensive allele
frequencies on thousands of SNPs throughout the genome
(69,70). In addition, the abundance of an allele that undergoes
ampli®cation or LOH can be important in characterizing
tumors (71,72).

The total number of genotypes that can be performed is
limited by the amount of sample available. When sample DNA
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is in short supply, PCR ampli®cation of each SNP region is
commonly employed. However, the PCR step can generate
cross contamination or allele dropout artifacts, affecting the
overall speci®city and sensitivity. Alternatively, PCR-based
whole genome ampli®cation techniques may increase the
amount of total DNA (73±75), however they exhibit ampli-
®cation bias as high as 4±6 orders of magnitude (76). This bias
can lead to variability in multiplexing, dropout of some target
sequences and greatly diminished capacity of the assay to
measure relative allele abundance. Therefore, there is a need
for an ampli®cation method that is inclusive of all genes and
can more adequately maintain the relative abundance of
targets during ampli®cation. A promising approach pioneered
by Paul Lizardi uses the strand displacement properties
of polymerases to generate hyperbranched structures
(J.M.Lage, J.Leamon, T.Pejovic, S.Hamann, M.Lacey,
D.Dillo, R.Segraves, B.Vossbrink, A.GonzaÂlez, D.Pinkel,
D.G.Albertson, J.Costa and P.M.Lizardi, manuscript submit-
ted) (76). This mechanism is similar to rolling circle
ampli®cation (RCA) (see below), except that a linear strand
of DNA is used as a target instead of a circularized fragment.
This technique is reported to generate 20±30 mg of product
from as little as 100 fg of human genomic DNA, results in an
ampli®cation bias of <3-fold across entire chromosomes and is
compatible with use in detecting gene losses (76).

Finally, the cost of genotyping can be signi®cant, especially
on a genome wide scale. Assuming that 200 000 polymorphic
loci need to be interrogated for a complete genome scan, at
current prices it would cost ~$20 000 per individual for such
an analysis (43). This cost makes whole genome analysis only
accessible to a select research marketÐmainly pharma-
ceutical companies. However, analogous to Moore's Law in

computer processing power, the price per polymorphism
should decrease as technology advances and utility increases.
Until then costs can be decreased by less dense coverage of the
genome and utilizing other approaches such as positional
cloning to re®ne searches to smaller regions of the genome
(40). Depending on the genetic component in the disease
under study and the number of family members or affected
sibling pairs, this hybrid approach may or may not be
successful.

Technologies to detect known polymorphisms

Most techniques for detecting known polymorphisms are
variations on a few standard methodologies (Table 1). Since
the reaction products of many of these techniques can be
displayed in several formats, it is expedient to focus discussion
on the basic techniques ®rst, then to review detection and
display methods.

Most techniques can be broadly classi®ed as either
hybridization-based or enzyme-based. Thorough and useful
reviews of these techniques are available (77,78). In general,
enzymatic approaches contain an additional level of speci®-
city in discriminating polymorphisms, and usually have fewer
sequence limitations than hybridization-based approaches.

Hybidization technologies

Microarrays. DNA microarrays designed to distinguish single
nucleotide differences are generally based on the principle of
`sequencing by hybridization' and utilize a set of `tiling'
oligonucleotides (79±82). The general methodology is some-
what complex and involves the pooling and processing of PCR
amplicons that are subsequently hybridized to a DNA
microarray and visualized. Due to the massively parallel

Table 1. Comparison of high-throughput techniques to identify known polymorphisms and mutations

Technique Advantages Current limitations

Microarrays (i) Scan for polymorphisms in thousands of loci (i) Speci®city determined by hybridization:
±dif®cult to distinguish all polymorphisms
±dif®cult to detect low level polymorphisms

(ii) Each new DNA target requires a new array fabrication
(iii) Currently requires PCR ampli®cation

Real-time PCR, (i) Closed tube: (i) Limited multiplexing capabilities:
Taqman assay,
Molecular beacons

±minimizes cross contamination
±readily automated

±can be extended though by use of molecular beacons
instead of linear probes

(ii) Target ampli®cation (ii) Speci®city determined by hybridization:
(iii) Probe ampli®cation and detection in single step ±dif®cult to distinguish all polymorphisms

(iii) Intrinsic requirement for PCR ampli®cation
Primer extension,
Minisequencing

(i) Straightforward primer design
(ii) Adaptable to MALDI±TOF detection, avoids need

for labeling

(i) Cannot detect mononucleotide repeat insertions and
deletions.

(ii) Currently requires PCR ampli®cation
Invader assay (i) No PCR ampli®cation required; isothermal reaction (i) Limited multiplexing capabilities

(ii) Closed tube: (ii) Cannot detect small insertions and deletions
±minimizes cross contamination (iii) Requires very pure probes to avoid false positives
±readily automated

(iii) Probe ampli®caiton and detection in single step
Ligase detection reaction,
Oligonucleotide ligation assay

(i) High multiplexing capabilities
(ii) High level of sensitivity and speci®city

(i) Requires PCR ampli®cation either before (PCR/LDR)
or after (LDR/PCR) ligation step

(iii) Detects all varieties of point mutations and small
insertions and deletions

Padlock probes, (i) No PCR ampli®cation required (i) Requires very long probes
Rolling circle ampli®cation (ii) Compatible with in situ applications (ii) Limited multiplexing capabilities
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nature of DNA microarrays, this methodology is theoretically
capable of genotyping thousands of polymorphisms simul-
taneously. Despite the high levels of scanning capacity and
success in unknown polymorphism analysis (see `Microarray'
in `Techniques to identify unknown polymorphisms' below),
this application suffers signi®cant limitations in detecting
known polymorphisms. Recent experiments using microar-
rays demonstrated a 97% accuracy on only 65% of the SNPs
surveyed (68). Unfortunately, even 97% accuracy may be
inadequate for association studies. Furthermore, high false
positive rates of 11±21% have been observed with this
technology, limiting its utility in both SNP and tumor analysis
(3). In addition, design and fabrication of microarrays are
expensive, making it ®nancially prohibitive to alter poly-
morphism sets. As a result, users are con®ned to the set of
genotypes established by the manufacturer. In order to
overcome this signi®cant shortcoming, variations on this
technique are being developed. One promising general
methodology attempts to compare the annealing of matched
versus mismatched probes to targets (`probe' typically refers
to the DNA immobilized on the surface, whereas `target'
generally refers to DNA in solution) over a range of

hybridization conditions. In DASH (dynamic allele-speci®c
hybridization), this is achieved by monitoring hybridization
over a range of temperatures (83), while in microelectric chip
arrays, each probe is coupled to an electrical contact which
sends a current to denature target±probe hybrids (84,85). Due
to the massively parallel potential of microarrays, there is a
strong motivation to further develop this technology for
known polymorphism detection.

Real-time PCR. This dramatically different hybridization
technique utilizes TaqmanÔ DNA probes to detect PCR
products in real-time (86) (Fig. 2). Typically, a TaqmanÔ
probe contains a ¯uorescent reporter at the 5¢ end and a
¯uorescence resonance energy transfer (FRET) moiety at the
3¢ end, which quenches the ¯uorescent signal of the reporter.
The probe sequence is complementary to the PCR amplicon
and is designed to anneal at the extension temperature. During
extension, the 5¢®3¢ exonuclease activity of Taq DNA
polymerase I cleaves the probe, emitting signal due to the
separation of the reporter from the quencher. Since Taq DNA
polymerase I can presumably cleave a matched as well as
mismatched probe, discrimination of a polymorphism is

Figure 2. Real-time PCR/molecular beacons assays. Generalized scheme for genotyping using real-time PCR. PCR product is detected by using linear DNA
probes (2a) or Molecular Beacons (2b). Abbreviations: Fam [5-(&6)-carboxy¯uorescein]; Tet (tetrachloro-6-carboxy¯uorescein); Vic (a proprietary ¯uorescent
dye produced by Applied Biosystems); Dabcyl [4-(4¢dimethylaminophenylazo) benzoic acid]; and TAMRA [5-(&6-)-carboxytetramethylrhodamine].
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determined solely by hybridization and not by the ability of
the enzyme to discriminate. Because the enzyme does not
confer speci®city in detection, this technique is classi®ed as
hybridization-based. Depending on the optical thermocycler
platform, up to 384 reactions can be monitored for each cycle
without removing any sample, and its simplicity makes it
readily amenable to robotic automation.

However, due to the limited number of compatible
reporter±quencher sets available, only two sequences can be
con®dently probed per reaction, which signi®cantly lowers
multiplexing capabilities with the TaqmanÔ probe. A vari-
ation of the common format that addresses this problem
replaces the TaqmanÔ probe with a Molecular BeaconÔ
(87,88) (Fig. 2). A Molecular BeaconÔ is similar to a
TaqmanÔ probe except that the 3¢ and 5¢ ends are comple-
mentary. When the Molecular BeaconÔ is free in solution it
forms a stem±loop structure which brings the reporter and
quencher into immediate proximity of one another. Once
hybridized to the amplicon, the stem±loop structure opens,
resulting in ¯uorescent signal. Molecular BeaconsÔ are more
compatible with multiplexing, since the ¯uorescent group is
quenched via direct energy transfer. This provides a larger set
of compatible reporter±quencher combinations (88). Despite
this inherent advantage, Molecular BeaconsÔ appear to be
used less frequently, most likely due to the higher cost of
synthesis and additional design parameters, though neither
appears to be a dramatic shortcoming.

The sensitivity and speci®city of real-time PCR is depen-
dent on the ability of the probe to discriminate single base
differences. Molecular BeaconsÔ are inherently more sensi-
tive and have higher speci®city than linear probes, since the
stem±loop formation thermodynamically competes with the
amplicon for hybridization (89). Although addition of a minor
groove binder (MGBÔ) moiety to the 3¢ end of the TaqmanÔ
probe increases the speci®city of the probe to such an extent
that analysis can be run in end-point mode rather than real-
time (E.Winn-Deen, Celera Genomics, Rockville, MD, per-
sonal communication). For end-point mode, samples are
ampli®ed in a thermocycler and then transferred to an optical
thermocycler for detection. This results in a signi®cant
increase in throughput for the optical device. Sensitivity can
be enhanced further by using peptide nucleotide analogs to
preferentially suppress ampli®cation of the abundant allele
(90). This suppression has signi®cant utility when attempting
to detect spontaneous mutations in solid tumors with high
stromal contamination. Another example of the application of
real-time PCR in tumor analysis is known as `digital PCR'. In
this elegant approach, samples are serially diluted to a single
molecule allowing for an accurate quanti®cation of LOH,
albeit at the cost of dramatically reducing throughput (91,92).

Enzymatic technologies

Nucleotide extension. The primer extension assay represents
one of the simplest techniques for known polymorphism
detection (93). Existing in numerous variations (also known as
minisequencing, SNuPE, GBA, APEX, AS-PE capture, FNC,
TDI or PROBE) this assay typically involves the single base
extension of an oligonucleotide by a polymerase (94) (Fig. 3).
In the common format, an oligonucleotide is designed to
anneal immediately upstream of the polymorphism locus and
differentially labeled ¯uorescent dideoxynucleotides are

utilized as substrates for polymerase extension. The
¯uorescent signal emitted corresponds to the nucleotide
incorporated and thus the sequence of the polymorphism.
The main advantages of primer extension include its simpli-
city and accuracy in distinguishing between heterozygous and
homozygous genotypes. Since targets need to be PCR
ampli®ed, this technique suffers from the same limitations
as most other enzymatic-based methodologies, but also
encounters an additional disadvantage in that PCR reagents
must be removed. False negatives due to mis-priming can
occur, but are typically rare since the PCR step provides an
orthogonal component that greatly minimizes this artifact.
Numerous variations of primer extension have been developed
to circumvent these limitations (77), including a mass
spectrometry based approach, MassEXTENDÔ, which is
discussed in further detail in the `Reaction product detection
and display' section below. A signi®cant variation, pyro-
sequencing, also utilizes polymerase extension but monitors
the generation of pyrophosphate for detection (95).

Cleavage. The InvaderÔ assay represents a nuclease-based
approach for known polymorphism detection (96,97) (Fig. 4).
It utilizes the exonuclease activity of Cleavase VIII (98) on
overlapping oligonucleotide strands. Two oligonucleotides, an
`invader' probe and either a wild-type or mutant primary
probe, overlap each other at a single nucleotide position on the
template only if they are complementary to the polymorphism
being queried. Cleavage occurs when the speci®c overlapping
conformation is present, freeing an oligonucleotide referred to
as a `¯ap'. This ¯ap can be detected in a multiplex manner by
size, mass or sequence (99,100). In the most common format
the ¯ap participates in a second cleavage assay with another
complementary target, causing release of a ¯uorescent signal.
The major advantage of this assay is that the same ¯ap may
bind to many targets, generating a cascading signal ampli®-
cation and thereby obviating the need for PCR ampli®cation.
As with real-time PCR, the InvaderÔ assay is a single-tube
one-step reaction. However, in the common format using
¯uorescent signal, it is uniplex, as only one genotype can be
performed per reaction. Converting the assay to a solid support
may expand the throughput capabilities (101), potentially
enhancing the utility of this approach.

Ligation. Ligation-based technologies represent some of the
most speci®c assays due to the high speci®city of T4 ligase
(oligo ligation assay) and even higher speci®city of thermo-
stable ligases (ligation detection reaction, LDR) (102±109). In
this approach, two primers are designed to anneal adjacent to
one another on the target of interest (Fig. 5). Generally, the
upstream primer (discriminating primer) contains a ¯uores-
cent label at the 5¢ end, with the 3¢ nucleotide overlapping the
polymorphic base. The ¯uorescent signal corresponds to the
allele being queried at the 3¢ position of the discriminating
primer. When the discriminating primer forms a perfect
complement with the target at the junction, the ligase
covalently attaches the adjacent downstream primer (common
primer). The resulting product is approximately twice as long
as each of the individual primers and can be easily monitored
for detection by means of capillary electrophoresis or by
display on a microarray. The strength of this assay lies in its
unsurpassed sensitivity and speci®city. The thermostable Tth
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ligase can discriminate a G´T mismatch (the most common
and dif®cult to detect) 1:200 fold against the correct comple-
ment (109). Furthermore, it offers some of the highest
multiplexing capabilities to date (110) (D.R.Walt and
N.Shen, unpublished results, Chips to Hits Conference,
2001). These assays are typically coupled to a PCR ampli®-
cation step either before the ligation (target ampli®cation,
Fig. 5) or after the ligation (probe ampli®cation, Fig. 6), and
hence suffer the same disadvantages encountered by other
techniques that utilize PCR. Since target ampli®cation is not
required for ligation, the development of higher sensitivity
LDR detection formats may eliminate this disadvantage.

In a clever variation of LDR known as RCA, PCR
ampli®cation is replaced by a novel ampli®cation of DNA
by a polymerase on a circular template (111). In RCA, the
discriminating and common primer sequences are located at
either end of the same oligonucleotide. Ligation of these two
sequences results in a circle locked around the template strand
(`padlock probe') (112,113). Since it is circular, this

oligonucleotide can then be copied repeatedly by a strand
displacing DNA polymerase without dissociating from the
template. Addition of another primer allows for formation of
branched structures resulting in rapid ampli®cation of the
probe product (114). The main advantage of this technique is
that PCR ampli®cation is avoided. Recently, a modest number
of padlock probes were multiplexed with no observed cross
reactivity (J.Baner and U.Landegren, University of Uppsala,
Uppsala, Sweden, personal communication). Further devel-
opment in this direction will undoubtedly enhance the utility
of this technique.

Reaction product detection and display. A variety of method-
ologies exist for detecting and displaying the products of a
given assay. Since these display methods affect throughput
and sensitivity, the merits of any given technique need to be
evaluated in the context of the detection scheme. One
commonly used methodology includes synthetically labeling
products with ¯uorescent molecules and analyzing their

Figure 3. Single nucleotide extension assay. Generalized scheme for genotyping using single nucleotide extension on a PCR ampli®ed target. In this example
products are detected using either ¯uorescent labeling (3a and 4a) or mass spectrometry (3b and 4b).
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differential physical properties (size, charge and mass). Gel
and capillary electrophoresis typically use this method, but in
most cases capillary electrophoresis is a more desirable
platform due to its higher throughput. Conversely, mass
spectrometry based approaches can identify DNA products
without any synthetic chemical modi®cations, although mass
tags are often employed to aid in allele discrimination (115).
The general technique requires preparation of extremely clean
samples followed by ionization and then detection based on
the charge and mass properties of the product (116±119). The
technique is sensitive enough to detect a single base extension
product, although it is sometimes dif®cult to distinguish two
different alleles simultaneously in the same reaction. The
MassEXTENDÔ reaction solves this problem by modifying
the primer extension assay. In MassEXTENDÔ the primer is
designed 2±3 nt upstream of the polymorphic site, and the
reaction contains a single ddNTP, which queries for a
polymorphic single nucleotide position, plus the three remain-
ing dNTPs (69) (Fig. 3). The shift in primer position relative to
the common format provides an internal control against false
positives due to false priming. Addition of dNTPs allows for
the allele containing the common variant to be extended by
multiple bases past the polymorphic locus. This results in a
greater separation of peaks during detection and hence
signi®cantly better resolution of the two alleles. A disadvan-
tage of both capillary eletrophoresis and mass spectrometry is
that samples are processed serially, potentially limiting
throughput capabilities. Nevertheless, mass spectrometry is
capable of genotyping at approximately one polymorphism
per second, and there have been successful attempts of
coupling mass spectrometry to an array format (116,120).
Further, with the advent of 384-capillary electrophoresis array
machines, throughput has been signi®cantly increased for this
display method.

Advantages of ¯uorescence include cost and ease of
detection, but it has limited multiplex capabilities in solution

due to spectral overlap of the ¯uorescent labels. Consequently,
assays with high multiplexing capabilities require an addi-
tional separation step when ¯uorescent labels are used for
detection. Microarrays represent an ideal format for ¯uores-
cence detection due to their massively parallel throughput
capabilities. In general, there are two different types of
microarray formats for polymorphism detection: `position-
based' microarrays and `disordered' microarrays.

With position-based microarrays, each unique oligonucleo-
tide is covalently attached to the solid array surface at a ®xed
and de®ned location. Therefore, a genotype is determined
based on the wavelength of the ¯uorescence and its position on
the array. For example, in ligation-based assays, a unique
oligonucleotide sequence tag (which we termed `zip-code')
can be added to the common primer and then hybridized to its
complementary zip-code at a known position on a `universal'
microarray (121) (Figs 4 and 5). Using this platform and a
ligation-based assay, pooled samples have been used to
facilitate a high-throughput analysis of known low frequency
germline mutations (122). Alternatively, instead of forming
products in solution and then hybridizing to the array, the
products can be generated on the solid support itself. Such a
methodology has been coupled to nucleotide extension assays
and the Invader assay in an attempt to increase multiplexing
capabilities (101,123±125).

For disordered microarrays, reaction products are coupled
to a medium, such as an oligonucleotide bead with a speci®c
¯uorescent signal, and then displayed on a solid surface. Since
the bead is free to localize anywhere on the surface, presence
of the product is identi®ed by reading the unique ¯uorescent
signature emitted, as opposed to reading a de®ned and ®xed
position on the array. Display on the solid surface is used to
separate the beads so they can be individually interrogated for
¯uorescence. For example, a ligation product with a sequence
tag can be captured in solution by beads that contain
the complementary sequence tag and a unique ¯uorescent

Figure 4. Invader assay. Generalized scheme for genotyping using the Invader assay. In this example, target is not ampli®ed, instead the probe
product (i.e. ¯ap) is used to amplify signal associated with detection of queried genotype by use of a second Invader cleavage (2). Abbreviation: Dabcyl
[4-(4¢dimethylaminophenylazo) benzoic acid].
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signature (126±128). Next, beads with captured product are
isolated and displayed on a surface. The surface is then
scanned and each unique ¯uorescent signature corresponds to
the presence of a particular product. This ®nal identi®cation
step can be dif®cult. However, once optimized, this approach
can yield massively parallel assays that can be coupled to
more sensitive enzymatic-based detection schemes (129).

Techniques to identify unknown polymorphisms

SNPs are often of low frequency within a population, so the
vast majority of individually queried germline samples will be
negative. To address this challenge, unknown samples can be

pooled, provided that a highly sensitive technology is used
(3,4,6) (Table 2). Pooling increases the level of throughput,
resulting in a higher positive rate per reaction, and increasing
the chance that an individual reaction will be informative
(130).

Direct sequencing. Sanger dideoxysequencing can detect any
type of unknown polymorphism and its position, when the
majority of DNA contains that polymorphism. However,
direct sequencing has missed polymorphisms and mutations
when the DNA is heterozygous (131,132). Further, direct
sequencing has only limited utility for analysis of solid tumors

Figure 5. PCR/PCR/LDR. Generalized scheme for genotyping using a ligation-based assay. In this example target is ®rst ampli®ed in a two-step PCR process
(i.e. probe ampli®cation) followed by ligation detection. Products are displayed on a `universal' DNA microarray. Abbreviations: Cy3 (cyanine3) and Cy5
(cyanine5).
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or pooled samples of DNA due to low sensitivity (133). Once a
sample is known to contain a polymorphism in a speci®c
region, direct sequencing is particularly useful for identifying
a polymorphism and its speci®c position. Even if the identity
of the polymorphism cannot be discerned in the ®rst pass,
multiple sequencing attempts have proven quite successful in
elucidating sequence and position information. Furthermore,
since many techniques that are capable of identifying the
position of a polymorphism are incapable of providing
sequence information, Sanger sequencing has utility as a
second step to locate and identify the exact base altered in a
gene region previously identi®ed as polymorphic.

Electrophoretic mobility assays. Classic methods detect
unknown polymorphisms by observing the different electro-
phoretic migration behaviors of homoduplex versus
heteroduplex DNA. These methods include con®rmation
sensative gel electrophoresis (CSGE) (134,135), denaturing-
gradient gel electrophoresis (DGGE) (136±139), constant
denaturing capillary electrophoresis (CDCE) (140,141),
dideoxy ®ngerprinting (ddF) (142) and restriction endo-
nuclease ®ngerprinting (REF) (143) (Table 2). A similar
approach, denaturing high-performance liquid chromato-
graphy (DHPLC) also differentiates homoduplex from
heteroduplex DNA, but is based on separation by ion-pair
reverse-phase liquid chromatography on alkylated non-porous

(styrene divinylbenzene) particles (144). Finally, single-
stranded conformational polymorphism (SSCP) (145±148) is
similar to the above but is based on the conformational
properties of a single-stranded DNA. Although these tech-
niques contain some very desirable characteristics and have
been extensively used for scanning small gene regions, all fall
short in either desired throughput or sensitivity for both whole
genome association studies and mutational analysis of solid
tumors. Coupling these techniques to 384-well DHPLC and
capillary electrophoresis has dramatically improved through-
put of these techniques for many applications (149±152). To
characterize the polymorphism, the techniques that can
identify the position of a polymorphism (ddF and REF) are
not sensitive enough to reliably detect low level polymorph-
isms in pooled or solid tumor samples. The other techniques
are more rapid and can detect low level polymorphisms but do
not identify the approximate position of the polymorphism. As
a result multiple rounds of dideoxysequencing may be
required to identify the sequence of the polymorphism.

Microarray. The recent development of DNA microarray
technology has established unprecedented levels of through-
put. Variation detection arrays (VDA) apply this new
technology to scan large sequence blocks and identify regions
containing unknown polymorphisms (3,80,153). This method-
ology suffers from the same limitations in fabrication and

Figure 6. LDR/PCR. Generalized scheme for genotyping using a ligation-based assay. In this example, the probe product is ampli®ed (i.e. probe ampli®ca-
tion) and products are displayed on a `universal' DNA microarray. Abbreviation: Cy3 (cyanine3).
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design as observed in known polymorphism analysis, but has
demonstrated much greater success in the context of unknown
polymorphism detection for both SNP and tumor analysis. For
example, in a proof of principle experiment, a GeneChip was
used to interrogate lung tumor samples for mutations in p53, a
gene mutated in ~50% of all cancers. The experiment was
performed in a simulated unknown discovery mode and was
able to identify 88% of the known missense mutations and
80% of all known polymorphisms (153). These results
compare with the more traditional method of dideoxysequen-
cing, which detected 76% of the known mutations present.
With respect to SNP analysis, a recent study of chromosome
21 successfully identi®ed approximately half of the estimated
number of common SNPs (frequency of 10±50%) across the
entire chromosome (68). The experimental design required a
sacri®ce in sensitivity in order to minimize false positives.
This explains the decrease in successful identi®cation from 80
to 50% for the chromosome 21 SNP analysis when compared
with the lung tumor study previously mentioned. In addition,
the utility of this approach needs to be evaluated in the context
of rare SNPs (frequency ~1%). Since ~50% of the common
SNPs in the human genome are refractory to detection by this
approach, alternative techniques will most likely be required
for a more complete identi®cation of SNPs. Improvements in

variant methodologies, such as DASH and microelectric chip
arrays, may enhance its utility.

Cleavage. Unknown polymorphisms can also be identi®ed by
the cleavage of mismatches in DNA±DNA heteroduplexes.
This can be achieved either chemically [chemical cleavage
method (CCM); 154±156], or enzymatically (T4 Endo-
nuclease VII, MutY cleavage or Cleavase; 157±159).
Typically, at least two samples are PCR ampli®ed (one
sample can be suf®cient for solid tumor samples with high
levels of stromal contamination), denatured and then hybri-
dized to create DNA±DNA heteroduplexes of the variant
strands. Enzymes cleave adjacent to the mismatch and
products are resolved via gel or capillary electrophoresis.
Unfortunately, the cleavage enzymes often nick complemen-
tary regions of DNA as well. This increases background noise,
lowers speci®city, and reduces the pooling capacity of the
assay.

Cleavage/ligation. One way to improve signal-to-noise in the
cleavage assay is to follow the cleavage with a ligation step to
seal spurious nicks (Fig. 7). Unfortunately, many enzymes that
are commonly used to detect mismatches are incompatible
with this solution. Enzymes such as MutY do not generate

Table 2. Comparison of techniques to identify unknown polymorphisms and mutations

Technique Advantages Current limitations

Sanger dideoxysequencing (i) Detects any mutation up to 600 bp/reaction (i) Dif®cult to detect low level mutations
(ii) As rapid as SSCP and DGGE but more accurate (ii) Multiple reactions for large genes

Variation detection array (VDA) (i) High-throughput screen; uses direct hybridization
(ii) Can screen large sequence blocks

(i) False positive rate of 11±21% in large
scale screens

(ii) Dif®culty detecting polymorphisms in
mononucleotide repeats

(iii) Does not detect frameshift mutations
SSCP (i) Detects low level mutations (i) Misses 30% of possible mutations

(ii) Rapid, does not require extra enzymatic steps (ii) Cannot distinguish missense from silent
polymorphisms

(iii) Does not locate position of polymorphism
(iv) Can miss mutation near common polymorphism

CSGE, DGGE, CDGE, DHPLC (i) Detects low level polymorphisms (i) Large scale screen missed 13% of polymorphisms
(ii) Rapid, does not require extra enzymatic steps (ii) Cannot distinguish missense from silent

polymorphisms
(iii) Technically challenging to reproduce results
(iv) Requires GC clamp; limited to small fragments
(v) Does not locate position of polymorphism

ddF, REF (i) Detects virtually all possible mutations (i) Dif®cult to detect low level mutations
(ii) Cannot distinguish missense from silent

polymorphisms
Cleavase (i) Heteroduplex not required (i) High background

(ii) Does not locate position of polymorphism
(iii) Requires optimization for each mutation

Chemical cleavage method (CCM) (i) Identi®es approximate position of mutation (i) Labor intensive
(ii) High sensitivity (ii) Chemical hazard

T4 Endo VII, MutY (i) Identi®es approximate position of most mutations (i) Dif®cult to detect low level mutations
(ii) Identi®es missense, frameshift and nonsense

mutations
(ii) High background observed depending on

sequence
Thermostable

Endonuclease V±DNA ligase
(i) Identi®es approximate position of mutation,

identi®es 98% of polymorphisms
(i) Does not detect transition mutations in

GGCG or RCGC sequences
(ii) Identi®es missense, frameshift and nonsense

mutations, up to 1750 bp/reaction
(ii) New technique

(iii) Detects low level mutations; 1 in 20
(iv) In combination with sequencing, most rapid

screen to directly identify mutation

Nucleic Acids Research, 2002, Vol. 30 No. 15 3305



re-ligatable ends (158), while enzymes such as T4
Endonuclease VII or a combination of MutH, MutS and
MutL cleave far from the mismatch (157,159,160), so ligase
would reseal all of the latter nicks. One technique addresses
this issue by combining the ability of thermostable
Endonuclease V (Endo V) enzyme to recognize and nick
mismatched DNA, with the high ®delity of thermostable DNA
ligase to suppress nicks at matched DNA (161). Endo V can
nick either or both strands of the mismatch. Unlike the
previous cleavage enzymes mentioned, Endo V nicks DNA
close to the mismatched base (162). This allows the
thermostable ligase to effectively discriminate between per-
fectly matched and mismatched regions of the DNA (108) and
to ligate only perfectly matched nicks. This results in greatly
reduced background noise. This method has very high
sensitivity, and can distinguish one mutant sequence in a 20-
fold excess of unaltered DNA. Further, since it can locate the
approximate position of the polymorphism, it is readily
compatible with follow-up dideoxysequencing to identify
the exact polymorphism sequence. In addition, multiple
polymorphisms from the same fragment can be detected
simultaneously. This can be used to infer the position of a
novel mutation relative to a known SNP, and potentially
discriminate a missense from a silent mutation. To date, a few
refractory sequences (GGCG and RCGC) have been identi-
®ed. Nevertheless, evaluation of the SNP database suggests
that the combined Endo V/ligase assay is capable of identi-
fying 98% of the polymorphisms typically observed in the

human genome (161). Since products are detected by means of
capillary electrophoresis, samples are currently processed
sequentially. However, due to its ability to minimize back-
ground noise, this technique is more amenable to pooled
samples, effectively increasing its throughput capabilities.
Overall, since it is a relatively new technique, its reliability
and utility need to be established as it is more broadly applied.

CONCLUSION

Numerous platforms exist for both known and unknown
polymorphism detection, each with application-speci®c
advantages. Since each technique has limitations unique to
its underlying technology, different combinations of comple-
mentary technologies will most likely be necessary for robust
data acquisition. Technology selection will depend on the
particular experimental design and sample being queried, and
will most aptly re¯ect considerations in throughput, sensitivity
and speci®city.

The promise of large-scale polymorphism analysis of the
human genome is approaching critical mass. Validation of
association-based genomic analysis is an ongoing, heuristic
process that hinges on continued advances in SNP discovery
techniques. Indeed, increasingly robust polymorphism detec-
tion assays are striving to meet the high-throughput and high-
sensitivity demands of both whole genome association and
tumor-based studies. Once validated, it is hoped that mined
data will help to elucidate presently unidenti®ed biological

Figure 7. Mismatch scanning assay. Generalized scheme for assaying unknown polymorphisms using a Endo V/ligation-based approach. In this example
products are displayed using gel electrophoresis. In lane 2, dashed bands represent products due to spurious nicking which are sealed in the presence of ther-
mostable ligase, lane 3. Abbreviations: Fam [5-(&6)-carboxy¯uorescein]; Tet (tetrachloro-6-carboxy¯uorescein).
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pathways associated with disease, ultimately yielding prac-
tical applications in drug discovery and diagnostics. If
successful, this paradigm shift in the study of the genetic
basis of disease will accelerate our understanding of complex
diseases, and profoundly impact the human condition.
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