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ABSTRACT This article focuses on the second step of the catalytic mechanism for the reduction of ribonucleotides catalyzed
by the enzyme Ribonucleotide Reductase (RNR). This step corresponds to the protonation/elimination of the substrate’s C-29
hydroxyl group. Protonation is accomplished by the neighbor Cys-225, leading to the formation of one water molecule. This is a
very relevant step since most of the known inhibitors of this enzyme, which are already used in the fight against certain forms of
cancer, are 29-substituted substrate analogs. Even though some theoretical studies have been performed in the past, they have
modeled the enzyme with minimal gas-phase models, basically represented by a part of the side chain of the relevant amino
acids, disconnected from the protein backbone. This procedure resulted in a limited accuracy in the position and/or orientation
of the participating residues, which can result in erroneous energetics and even mistakes in the choice of the correct
mechanism for this step. To overcome these limitations we have used a very large model, including a whole R1 model with 733
residues plus the substrate and 10 Å thick shell of water molecules, instead of the minimal gas-phase models used in previous
works. The ONIOM method was employed to deal with such a large system. This model can efficiently account for the
restrained mobility of the reactive residues, as well as the long-range enzyme-substrate interactions. The results gave additional
information about this step, which previous small models could not provide, allowing a much clearer evaluation of the role of the
enzyme. The interaction energy between the enzyme and the substrate along the reaction coordinate and the substrate steric
strain energy have been obtained. The conclusion was that the barrier obtained with the present model was very similar to the
one previously determined with minimal gas-phase models. Therefore, the role of the enzyme in this step was concluded to be
mainly entropic, rather than energetic, by placing the substrate and the two reactive residues in a position that allows for the
highly favorable concerted trimolecular reaction, and to protect the enzyme radical from the solvent.

INTRODUCTION

Ribonucleotide reductases (RNRs) are very important en-

zymes for all living organisms. They catalyze the conversion

of ribonucleotides into deoxyribonucleotides, the monomeric

precursors for DNA biosynthesis and repair (1–6). A number

of RNRs of different species have been discovered, pointing

out a common radical-based reaction mechanism and a protein

free-radical to activate the substrate (7). Despite their central

and common metabolic functions, these enzymes have very

different amino acid sequences and different metallic cofac-

tors to accomplish the same chemistry. Their division into

three classes was based on the cofactor required to initiate the

radical-dependent nucleotide reduction process (8–13).

The enzymatic activity was shown to be dependent upon

the formation of a complex between two different homo-

dimers named R12 and R22. The x-ray structures of each

homodimer have already been determined (14). The larger

dimer named R12 controls the overall enzyme activity and is

composed of two identical subunits (761 residues per subunit),

each one lodging one active site (for reduction of purines and

pyrimidines) composed of five conserved residues: Cys-439,

Cys-225, Cys-462, Glu-441, and Asn-437, and three inde-

pendent allosteric sites named the specificity site (s-site), the

adenine-specific site (a-site), and the hexamerization site

(h-site) (15–17). The other dimer, named R22, have 375

residues in each subunit, each one containing a stable neutral

tyrosyl free radical at position 122, coupled to a binuclear iron

(Fe2O2) cluster required for generation and transfer of the

radical (12,13). The tyrosyl radical is deeply buried by .10 Å

from the surface of the protein (18), which assures its pro-

tection from the solvent. It is believed that upon substrate

binding, the tyrosyl radical is transferred through a conserved

hydrogen-bond pathway to Cys-439 in the active site (2,19,20),

where the reaction takes place.

With information from different spectroscopic and muta-

genesis experiments, the first suggestion for the mechanism

of the natural substrate was made by Stubbe (1,2,5) and

collaborators in 1990. This mechanism has been intensively

studied in the last few decades and several studies have

already updated the first proposal, based on site-directed

mutagenesis experiments (21), isotopic labeling and kinetics

(19), spectroscopic measurements (3), small organic model

approaches (22,23), and theoretical calculations (24–28).

The mechanism that is currently accepted is depicted in

Scheme 1. The first step involves the abstraction of the 39-H

of substrate 1 by radical Cys-439. Subsequently, the reaction

involves the elimination of one water molecule from carbon

C-29 of the ribonucleotide, catalyzed by Cys-225 and Glu-

441. In the third step, there is a hydrogen atom transfer from

Cys-225 to carbon C-29 of the 29-ketyl radical 3, after previousSubmitted October 15, 2004, and accepted for publication July 13, 2005.
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proton transfer from Cys-462 to Cys-225. At the end of this

step, a radical anionic disulfide bridge and the closed-shell

ketone intermediate 4 are obtained. This intermediate has

been identified during the conversion of several 29-

substituted substrate analogs, as well as with the natural

substrate (24,26,29), interacting with enzyme mutants. The

next step is the oxidation of the anionic disulfide bridge, with

concomitant reduction of the substrate, generating 5. The spin

density shifts from the sulfur atoms to the C-39 atom of the

substrate, with simultaneous proton transfer from Glu-441 to

carbon C-39. The last step is the reverse of the first step and

involves a hydrogen transfer from Cys-439 to C-39, regenerat-

ing the initial radical and resulting in the final product 6.

As DNA replication and repair are dependent of the

availability of deoxyribonucleotides, the inhibition of this

enzyme became one of the most attractive targets for anti-

tumor, antiviral, and antibacterial therapies (30–35). One of

the RNR inhibitors (29,29-difluoro-29-deoxycitidine) has been

approved recently for the treatment of nonsmall lung cancer

in Europe and pancreatic cancer in the United States (36).

This inhibitor belongs to a very important class of suicide

inhibitors, the 29-substituted substrate analogs. Despite its

use in the treatment of certain forms of cancer, their general

mechanism of action is still poorly understood. It is believed

that they deviate from the natural pathway already at the

second step (36–39).

However, detailed microscopic understanding of this step

has been difficult to achieve. Therefore, its elucidation will

provide a better understanding of the mechanism of the in-

hibitors. In the near future, this will allow the design of new

inhibitors able to compete with the natural substrate in a more

specific, potent, and less toxic way (40).

The proposed mechanism for some of these 29-substituted

inhibitors show that, just as it happens with the first step, the

mechanistic behavior of the second step is also equivalent to

the natural substrate’s, although different products are obtained

here (26,36,37,41). Whereas in the natural substrate the second

step is characterized by elimination of the 29-hydroxyl group

by Cys-225 through protonation, with the inhibitors a similar

reaction leads to elimination of a different group since the in-

hibitors are substituted precisely at position 29 (37).

Until now, few theoretical studies have been devoted to

the second mechanistic step (24,25), and although in some

theoretical studies many active site residues were included in

the computational model, the final optimized structures show

that the residues move from their positions and orientation,

SCHEME 1 Catalytic mechanism for class I ribonucleotide reductase.
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once that they are disconnected from the protein backbone.

Moreover, the long-range enzyme-substrate interactions,

usually quite important for the enzyme’s efficiency, were not

possible to elucidate with such heavily truncated models.

The main objective of this work is to study this step of the

mechanism using a much more realistic enzyme model that

reflects both the steric constraints of the active site residues,

and all the relevant enzyme-substrate electrostatic interac-

tions. Therefore, included in the present enzyme model is a

whole R1 monomer with 733 residues plus the substrate and

a 10 Å thick shell of water molecules. Such a model allows

for a much better understanding of the role of the enzyme

machinery in this reactional step.

METHODS

Modeling

The overall model system used in this work was based in the crystal structure

determined by Eklund et al. (18,42,43), of a R1 trimer with the bound

substrate, from where one of the R1 monomers was kept and the others

deleted. Afterwards a shell of water molecules with 10 Å thickness was

added around the whole system.

This model is so extensive that it corresponds to the largest model of

R1 that has been studied to this date by QM/MM methods. It is represented

in Fig. 1 and is composed of 29,620 atoms with all hydrogens and

water molecules included. Hydrogen atoms were added using InsightII 2000

(SGI, Mountain View, CA).

Multiple substrates binding modes is a common problem in proteins. This

is usually due to the lack of specificity of the enzyme for a given substrate,

which occurs when an enzyme binds many different substrates. Contrarily,

RNR is highly specific for ribonucleotides, and the substrate fits very tightly

into the three binding pockets, namely the ribose, phosphate, and base

binding pockets. Therefore, the substrate is highly constrained to bind in a

single, well-defined conformation, which is expected to be the one present at

the crystallographic structure. However, to be on the safe side, we have

checked whether there are more binding conformations with significant oc-

cupation at room temperature than the one from the x-ray structure.

For that purpose, we have analyzed the conformational space in a

previous work (28) through a series of docking calculations (using the

software GOLD (44)), followed by molecular mechanics geometry optimi-

zations (using the CHARMM software (45))), and subsequent semiempirical

geometry optimizations (at the Austin model, or AM1, level of theory).

From these results, where a very limited number of highly similar minima

were obtained, we concluded that the binding mode present at the crys-

tallographic structure is dominant at room temperature, and we have used

such structure throughout this work.

For the purpose of understanding the role of the enzyme machinery, the

model was divided into three regions—namely, the reactive region, active

site region, and surrounding region. The reactive region included the sub-

strate and all functional groups from the active site residues that do par-

ticipate directly in this second step, i.e., the thiol group from Cys-225 and the

carboxyl group from Glu-441. The active site region includes the remaining

atoms from the reactive residues, i.e., from Cys-225 and Glu-441, as well as

all the residues close to the substrate (the heptapeptide Ser-436–Ile-442 plus

Cys-225). The surrounding region contains the remaining atoms of the

monomer plus the solvent.

The division in three regions was used to determine the enzyme-substrate

interactions. Residues Cys-225 and Glu-441 were included in the reactive

region, as they cannot be considered to be simply interacting electrostatically

with the substrate—they both react with it, Cys-225 giving a proton and Glu-

441 receiving a proton (from the 39 hydroxyl group).

Subsequently, we have built a second model, the gas phase model, which

included only the reactive region. However, in this last minimal model the

geometry was optimized with no restrictions at all, i.e., with the Cys-225 and

Glu-441 residues disconnected from the enzyme backbone in the gas phase.

Fig. 1, a–c, illustrate the models discussed.

The reactive region reflects the intrinsic chemical reactivity of the system,

as well as the geometric constraints imposed by the enzyme to the reactive

residues. The active-site and surrounding regions reflect both the short- and

long-range enzyme-substrate interactions, respectively. This overall model

has been called the enzyme-substrate model (E-S), with corresponding

energy EE-S. The energy of the reactive region was termed ER, the active site

region energy was named EAS, and the surrounding region energy was

named ES . The energy of the gas phase model is referred to as Egas.

Calculations

Geometry optimizations

As the system is very large, and geometry optimizations are very time-

consuming, we have resorted to the method ONIOM (46–50) to deal with the

system. This method allows the division of a system in several regions, each

one studied with a different theoretical level. The accuracy of the method is

dependent on the chosen regions and the theoretical level used in each of

them.

According to the ONIOM methodology we have divided the system into

three consecutive overlapping layers, designed as the high-level, medium-

level, and low-level layers. (Fig. 1 b). The high-level layer includes all atoms

from the substrate, but without the phosphates and the base (which were

replaced by hydrogen atoms), plus all the atoms that are directly involved in

the reaction, i.e., the carboxyl group from Glu-441 (carboxylate group and

the neighbor b-CH2), the thiol group from Cys-225 and the amide group

from Asn-437. The medium-level layer contained an extended model of the

active site, including the heptapeptide Ser-436–Ile-442 plus Cys-225, thus

including all the residues that are close to the substrate. The atoms described

at this theoretical level are the ones that undergo more significant geometric

rearrangements during the reaction. The low-level layer contains all the

atoms of the enzyme plus the solvent. The atoms described at the low-level

of theory do not suffer significant geometric modifications during the re-

duction pathway, but are still important for the correct alignment of the

active site residues.

There is a subtle difference between the terms ‘‘layer’’ and ‘‘region’’. We

have used ‘‘region’’ to separate the reactivity of the system, i.e., as

mentioned previously, the reactive region reflects the active site reactivity

plus the substrate, whereas the active-site and surrounding regions reflect

both the enzyme-substrate interactions and the steric constraints imposed by

the enzyme to the reactive residues. Alternatively, the term ‘‘layer’’ has been

used to characterize the set of atoms that have been computationally studied

with a particular level of theory. Therefore, here, ‘‘region’’ is linked to

reactivity and ‘‘layer’’ is associated with geometry optimization, e.g., Asn-

37 is a nonreactive group from the active-site region but has been included in

the high-level layer due to its proximity and hydrogen-bonding to the sub-

strate and reactive amino acids.

The geometry of the high-level layer was optimized with the higher

theoretical level, at the density functional theory level. The B3LYP

functional was chosen, since it is known to give very good results for organic

molecules. The 6-31G(d) basis set was employed, as implemented in

Gaussian 03 (51,52). The inclusion of diffusion functions in the basis set for

geometry optimizations was investigated before (Hertwig (53)). The

conclusion was that the corrections to the geometry were very small, and

corrections in energy differences (like energy barriers or energies of

reaction) were negligible. Therefore, it seems inadequate from a computa-

tional point of view to include diffuse functions in geometry optimizations,

considering the inherent increase in computing time that diffuse functions

would cause. The medium-level layer was treated with the semiempirical

Austin model (AM1) (54). For the low-level layer, a lower theoretical level
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was used. In this case, it corresponds to molecular mechanics, based on the

CHARMM force field. Hydrogen was used as a link atom at the truncated

bonds across the two regions.

To use the CHARMM force field we have divided the optimizations in

two parts. In the first part, the high-level layer and medium-level layer were

self-consistently optimized with the standard method of ONIOM that is

included in Gaussian 03, and from which the reactants, transition state (TS),

and products were obtained. Our first step in this process concerns the search

for the transition state, starting from a structure similar to the transition state

obtained for the same step in an earlier work using minimal models (24);

once the transition state was located, the minima connected to the obtained

transition state were determined through internal reaction coordinate (IRC)

calculations. Although both proton transfer steps ran smoothly during the

IRC calculations, the last steps could not be optimized due to convergence

problems. Therefore we took the last optimized minimum from the IRC

calculation and reoptimized it with a tighter SCF criterion. In all cases, we

resorted to the ONIOM method and all optimizations and the stationary

points were obtained with standard Gaussian convergence criteria. The

transition structure was verified by vibrational frequency calculations and

atomic charges and spin densities were calculated using a Mulliken pop-

ulation analysis (55).

After obtaining the three stationary points, we mechanically embedded

them into the surrounding region. This proved to be an easy procedure

because the backbone and the external side chains kept their initial x-ray

positions (root-mean-square ,1 Å for reactants, TS, and products). Such

root-mean-square results indicate that no significant rearrangement is

expected in the surrounding region since only rather small rearrangements

have occurred in the much closer active-site region. Subsequently, we have

constrained the coordinates of the atoms of the active-site region to their

positions obtained before, and optimized the geometry of the surrounding

region using the CHARMM software (56). The use of the micro interactions

scheme was not implemented because the active-site region was kept frozen.

The very small rearrangements in the inner active-site region obtained before

justify this procedure.

Energy calculations

Higher theoretical levels were used to obtain the final energies. For this

purpose, the reactive region and the active-site region were taken together

and the energy of this large system was recalculated at the unrestricted

density functional theory level, with the same functional (B3LYP) and the

6-311G(d) basis set as implemented in G03. The surrounding region was kept

at the MM level of theory due to its large size. This region was also replaced

by a dielectric constant of 4, to check the difference between the atomistic

modeling of this region and the dielectric continuum modeling used by us

and others in previous works. Final energies were obtained using the ONIOM

extrapolative methodology.

RESULTS

The model enzyme corresponds to the largest model of R12

ever studied with quantum mechanics/molecular mechanics

hybrid methods. We started by locating the transition state for

FIGURE 1 (a) The E-S model obtained from the x-ray structure of the active site for R12 dimer of RNR with the bound substrate. The reactive region is

colored red, the active site region is colored yellow and the surrounding region is colored blue. The blue background is indicative of a 10 Å layer of water

molecules. (b) The division of the system in three theoretical levels for geometry optimizations. The high level layer is colored by element type, the medium

level layer is colored green and the low level layer is colored blue. (c) The gas phase model. As geometry is optimized with the ribose ring and the active site

residues disconnected from the protein, they can adopt the most favorable positions to the reaction without steric strain.
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this reaction. Frequency calculations have shown only one

imaginary value (954.7i cm�1) corresponding to the desired

transition state. The reactants and the products of the reaction

were obtained through IRC calculations, followed by further

tighter optimizations. The obtained minima did correspond to

the reactants and the products that are related with the reaction

pathway. Fig. 2 illustrates the obtained structures.

After the geometry optimization, the model kept the

essential geometric features and hydrogen-bonding network

observed in the crystallographic structure.

It was observed that only the reactive and active-site

regions undergo significant rearrangements. The other region,

the surrounding region that contains all the remaining atoms,

did not undergo significant modifications during the reduc-

tion pathway. This means that the function of this last region

should be primarily to preorganize the residues of the active

site and to protect the radical from the solvent.

Therefore, in the next analysis, which discusses the

characteristics of the optimized structures of reactants, TS,

and products, we will only describe the structure of the re-

active and active-site regions. The key geometric features of

the reactants, transition state, and products for the active-site

and reactive regions are shown in Table 1, together with the

results obtained with the gas phase model.

Earlier gas-phase theoretical studies considering only

truncated unconstrained side chains (24,25,57) have indi-

cated that the lowest energy structure for the active site has

each of the oxygens of Glu-441 hydrogen-bonded to a dif-

ferent substrate hydroxyl group (a double-hydrogen bond).

However, the present model indicates that this is unfeasible

at the active site of RNR. Instead, one of these oxygens

makes a hydrogen bond with the 39 hydroxyl group of the

substrate, while the other makes a hydrogen bond with one of

the hydrogens of the NH2 group of Asn-437. The hydrogen

from the other hydroxyl group of the substrate (HO29)

remains hydrogen-bonded to the nitrogen of Asn-437 during

the whole reaction (;2.20 Å).

In the reactants, the spin density is mainly localized at

carbon C-39 of the substrate (0.98 a.u.), and the charge placed

at the carboxylate group of the anionic Glu-441 (�1.15 a.u.),

as expected.

Interestingly, at the transition state, the spin density is

shared between the substrate (0.47 a.u.) and the leaving-

hydroxyl group (0.43 a.u.). The charge is still mainly located

at Glu-441 (�1.09 a.u.) as in the reactants, although slightly

delocalized to Cys-225 (�0.18 a.u.) (as compared to an

almost null charge in the reactants). It is interesting to note

that, in the gas phase model, the proton of the 39-hydroxyl

group is already halfway between the 39-hydroxyl and the

carboxylate of Glu-441, whereas, in the E-S model, it is still

bound to the 39-hydroxyl group, being transferred only after

the transition state.

We can further notice that the leaving 29-hydroxyl group

does not have an anionic nature at the transition state. Instead,

it is eliminated transiently as a radical, with a spin density of

FIGURE 2 Reactants (top), transition state (center), and products (bottom)

for the reaction studied here. The reactive region is depicted in ball-and-stick

representation, the active site region is depicted in stick representation, and the

surrounding region is depicted in wire model and ribbons. Relevant atomic

charges and spin densities are included in atomic units.
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0.43 a.u.. In the products the thiol proton is transferred to the

leaving 29-hydroxyl group, resulting in a water molecule. One

of the water protons is still hydrogen-bonded to the nitrogen of

Asn-437 (2.19 Å). The proton originally belonging to the

39 hydroxyl is transferred to the carboxylate of Glu-441, and the

charge and spin become delocalized between the substrate

and Cys-225. Scheme 2 illustrates the obtained results. The

observed delocalization in the spin and charge distributions

in the products can be interpreted in terms of the keto-enolate

resonance equilibrium shown in Scheme 2. Note that both

the C39-O39 and C39-C29 bonds have lengths that are in-

termediate between typical single and double bonds (see

Table 1).

Subsequently, we have evaluated the interaction energy

between the enzyme and the substrate. The purpose was to

understand whether the enzyme was stabilizing the transition

state though electrostatic interactions. The contributions from

the active site region and from the surrounding region were

calculated separately to distinguish between short-range

stabilization and long-range stabilization.

Table 2 illustrates the energy of the reactants, transition

state, and products, considering both the E-S and the gas

phase models. The individual energy of each layer and the

E-S model is also shown together with the resulting activa-

tion energies and reaction energies. The interaction energies

as well as their contribution for the activation energies

and reaction energies are displayed in Table 3.

Several conclusions can be drawn from Tables 2 and 3.

First, we can see that most of the contributions both for the

activation and the reaction energies originate in the active

site and reactive regions, which, taken together, have a value

of 19.9 (16.6�1.614.9) and 9.1 (5.3�2.616.4) kcal/mol,

respectively for those energies. This means that the sur-

rounding region does not have a significant participation dur-

ing the reaction pathway and its function is not to stabilize

the transition state through long-range interactions. Sec-

ondly, it is clear that the major contribution to these energies

arises from the reactive region, whose behavior is very sim-

ilar to the small gas phase models. In fact, the barrier is in-

creased by the enzyme machinery.

TABLE 1 Selected geometric parameters for the reactants, transition state, and products

Distance

Angle Substrate Glu-441 Cys-225

Model C29–O29–HCys C39–O39 O39-HO39 O29–C29 C29–C39 Oglu–HO39 SCys–HCys HCys–O29

Reactants E-S 124 1.35 1.02 1.45 1.49 1.59 1.36 2.07

Gas phase 115 1.35 1.00 1.43 1.50 1.62 1.36 2.02

TS E-S 143 1.32 1.06 2.26 1.37 1.46 1.47 1.44

Gas phase 107 1.28 1.47 1.93 1.42 1.05 1.55 1.36

Products E-S 162 1.27 1.60 2.88 1.40 1.02 2.37 0.99

Gas phase 45 1.28 1.51 5.39 1.39 1.04 2.74 0.97

Distances in Ångstrom, angles in degrees, and frequencies in cm�1. The following nonstandard notations have been used: Hcys refers to the thiol proton

of Cys-225, HO39 refers to the proton of the 39 hydroxyl group of the substrate, and Oglu refers to the oxygen of the carboxylate group of Glu-441 for which

the proton is transferred.

SCHEME 2 Chemical structures of

the stationary points along the reaction

pathway.
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Concerning the short-range interactions, we see that,

although the active-site region internal energy decreases by

1.6 kcal/mol at the transition state, and the barrier in the

reactive region is decreased by 0.5 kcal/mol (compared with

the gas phase model), the interaction between both regions

increases by 4.9 kcal/mol. The positive contribution of the

interaction energy means that this region does not stabilize

the transition state through short-range specific electrostatic

interactions. The overall result is that the barrier is raised by

2.8 kcal/mol in relation to the gas phase model. Therefore, at

least in this reactional step, this region of the enzyme does

not perform a short-range electrostatic transition-state stabi-

lization.

The contribution for the reaction energy from the active

site and reactive region is also similar to the one obtained

with the gas phase model (9.1 kcal/mol, taking both regions

together).

The relatively small contribution from the active-site

region to the activation and reaction energies justifies the use

of the ONIOM technique to optimize the geometry, and

further emphasizes that the portion of the enzyme not con-

sidered in earlier works (which is even further away from the

active site than the active-site region) should not have a relevant

role in this reactional step.

The introduction of the surrounding region does not

change this picture. As expected, the contribution from this

region is even smaller, a total of 0.3 kcal/mol for the

activation energy and �1.0 kcal/mol for the reaction energy,

taking the internal and interaction energies together. As the

main source for these energies is the long-range interaction

energy, we also conclude that, at least in this reactional step,

the enzyme does not significantly stabilize the transition state

through long-range electrostatic interactions (�0.9 kcal/mol).

These results further justify the use of a molecular-mechanics

technique to deal with the surrounding region, whose con-

tribution is the smallest in this system.

Another result that was evaluated was the difference in the

results by using an explicit or implicit surrounding region.

The implicit surrounding region was obtained substituting

the atomistic surrounding region by a dielectric continuum

with a dielectric constant of 4. This dielectric constant ac-

counts for an average value of 3 for the protein and 80 for the

buried water molecules, and was chosen because it was shown

in the past to lead to good agreement with experimental

data; subsequently, it was extensively used in earlier works

(24,26,28,36,37,40,41). The results are shown in Table 4.

The activation energy is almost equivalent using either

implicit or explicit representations of the surrounding region.

The energy of reaction has shown a slightly larger variation,

although still quite small and not very significant. This

means that the implicit surrounding region with a dielectric

constant of 4 used in earlier calculations has captured the

essential aspects of the enzyme reactivity. This was already

expected from Tables 2 and 3, where it was shown that the

surrounding region has only a negligible role in the enzyme

energetics.

Another interesting property evaluated here is the steric

strain energy at the active site. This energy corresponds to

the difference in the activation and reaction energies

calculated in the inner layer and the gas phase model, and

reflects the effect of constraining the position/orientation of

the substrate and the reactive active-site residues (due to their

connections to the active-site backbone and their interactions

with the remaining of the enzyme). The overall result (shown

in Table 5 below) is that little strain is involved in the

generation of the transition-state structure, compared with

the gas phase model, which means that the source for the

enzyme catalytic power does not come from a better E-S

size/shape complementarity of the transition state relative

to the reactants, which is a common enzymatic catalytic

strategy. This was predictable because the transition-state

geometry depends essentially on the chemical bonds being

TABLE 2 Energies for reactants, transition state, and products of reaction, activation energies (Ea), and reaction energies (Er),

divided by regions

Model Ea Er Reactants Transition state Products

E-S 20.2 8.1 �2.421236E106 �2.421216E106 �2.4212287E106

Gas phase 17.1 12.1 �6.339234E105 �6.339063E105 �6.339113E105

Reactive region 16.6 5.3 �6.339166E105 �6.339000E105 �6.339113E105

Active site region �1.6 �2.6 �1.736733E106 �1.736735E106 �1.736736E106

Surrounding region 0.0 �0.1 �5.128818E104 �5.128783E104 �5.128914E104

All values are in kcal/mol.

TABLE 3 Interaction energies

Model Ea Er Reactants Transition state Products

EInter R—AS 4.9 6.4 7.015387E102 7.064684E102 7.079427E102

EInter (R:AS)—S 0.3 �0.9 �2.316046E102 �2.313179E102 �2.325015E102

EInter Total 5.2 5.5 4.699341E102 4.751505E102 4.754412E102

These interaction energies are between the reactive region and the active site region (EInter R—AS), between the reactive and active site regions, and the

surrounding region (EInter (R:AS)—S). The contributions for the activation energies (Ea) and reaction energies (Er) are also shown; all values in kcal/mol.
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formed and broken, and is very similar in both models.

Larger differences are obtained in the products, where the con-

straints imposed by the enzyme raise the steric-strain energy

to 7.3 kcal/mol.

Importance of Asn-437 updated

The importance of Glu-441 and Asn-437 in the catalytic

mechanism of RNR has been a subject of great discussion in

the last decade (21,24,26,58,59). The results from mutagen-

esis experiments, UV-visible, and EPR spectroscopic mea-

surements published by the Stubbe (31) and Sjoberg (21,57)

groups have shown that several mutations on these residues

decrease the rate of the reaction, or even preclude it. These

observations indicate that Asn-437 and Glu-441 are deter-

minant for the catalytic mechanism.

The importance of Glu-441 is presently well understood,

as this residue acts as a base on the second step, receiving a

proton from the 39 hydroxyl group of the substrate, and in the

fourth step it acts as an acid, giving back the proton to the 39

hydroxyl oxygen. However, as Asn-437 does not react with

the substrate, or with any of the active site residues, its re-

levance for the catalytic mechanism has remained unclear

until now.

Several theoretical studies on the catalytic mechanism

have already been performed (24–26,58), and although some

of them have included most of the active site residues

(including Asn-437), these were modeled as being discon-

nected from the enzyme backbone. Due to the large trans-

lational and rotational freedom of the residues in these cases,

the models were not capable of reproducing effects based on

the stereochemical constrains of the active site.

The presence of such constraints clearly suggests that

Asn-437 has a determinant role in placing the 29-hydroxyl

group with the correct orientation relative to the thiol group

of Cys-225. Moreover, it seems obvious from the model that

mutations on this residue will induce an incorrect orientation

of the 29-hydroxyl group of the substrate, making more

difficult, or even inhibiting, the water-elimination step. In

that case, the radical will be retained at carbon C-39 of the

substrate, and will return very easily to Cys-439 by the in-

verse reaction of the first step (with an activation energy of

only 0.6 kcal/mol (28), and a favorable reaction energy of

�16.1 kcal/mol), thus regenerating the original tyrosyl radical.

This should clearly be the situation in the inert mutant N437Q,

where no tyrosyl radical decay was observed (21). Such

behavior is related to the size of the glutamine, which occupies

a larger volume in the active site, and which may compromise

the correct orientation of the 29-hydroxyl group, in this way

precluding the proton transfer from Cys-225.

CONCLUSIONS

This work is devoted to the study of the second step of the

catalytic mechanism of RNR. A very large high-level the-

oretical model was used that accounts for the geometric

constraints of the substrate and active-site residues, and the

interactions between the enzyme and the substrate. It was

shown that the reaction occurs without significant confor-

mational rearrangements. The overall result is that the

reaction in the enzyme is very similar to the one with min-

imal gas phase models, and thus the enzymatic structure does

not lower the activation energy of this second step through

electrostatic interactions.

If we consider the reaction in water as the reference state,

the picture does not change. Recalculating the activation

energy of the gas phase model immersed in a dielectric

continuum with a dielectric constant of 80, we obtain a

lowering of the barrier of only 3.2 kcal/mol and an increase

in the reaction energy of 0.1 kcal/mol. As approximately half

of this energy is spent in the reorganization of the solvent

(60), the real difference between the gas phase and water

phase reference states resumes to 1.6 kcal/mol in the barrier

and ,0.1 kcal/mol in the reaction energy.

It was concluded that the enzyme does not stabilize the

transition state either through short or long-range electro-

static interactions. We have been faced before with such a

situation, in a similar study on the first step of this mech-

anism (28). It must be noted that this step is not the rate-

limiting one, and therefore it is not meaningful for the

enzyme to catalyze it. However, there is one aspect in which

we must consider that the enzyme catalyzes this reaction.

The reaction in gas phase or in solution is trimolecular, and

in the enzymatic system, it is bimolecular. It is difficult to

TABLE 4 Energies for reactants, transition state, and products of reaction, activation energies (Ea) and reaction energies (Er)

with explicit and implicit surrounding region

Model Ea Er Reactants Transition state Products

Implicit surrounding region 20.0 8.0 �2.379309E106 �2.379289E106 �2.379301E106

Explicit surrounding region 19.9 9.1 �2.369948E106 �2.369929E106 �2.369939E106

Difference 0.1 �1.1

Values for energies do not include water molecules.

TABLE 5 Steric strain energy in kcal/mol

Steric strain energy

R 6.8

TS 6.3

P 1.4

Ea �0.5

Er 7.3
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quantify such difference in terms of free energy because it

will depend in the concentration of the reactants, although it

is obvious that it will be significant. Warshel has estimated

that the cost for the association of two biological molecules

at 1 M concentration should be ;12.4 kcal/mol (61). In

physiological environment, we should consider the concen-

trations of all present acidic and basic species to be able to

estimate the entropic cost of generating the reactants complex

(outside the enzyme active site there is a wide range of

proton donors and acceptors). However, each species has its

own reactivity, which makes this calculation far from trivial.

Anyway, their concentrations are �1 M, and their reactivity

is not much superior to that of a thiolate or an acetate, which

just shows that the free energy cost is larger than the afore-

mentioned 12.4 kcal/mol. Besides the cost of the encounter

of the three reactants, their relative orientations do play a

significant role here, which is not accounted for in the argu-

ments introduced above. In an earlier work we have dem-

onstrated the importance of the cooperativity between the

proton donor and the proton acceptor in this reaction. Indeed,

if we do not consider a coupled protonation/deprotonation, the

chemical barrier rises by 13.5 kcal/mol (37). In the enzymatic

system, the cooperativity is guaranteed by the preorientation

of the active-site residues. This energy cost is paid off during

enzyme folding, stored in the active site, and thus not ob-

viously detectable from the enzyme alone, whose active site

already has all residues in favorable positions to promote a

concerted proton transfer from Cys-225 to the substrate and

from the substrate to Glu-441. Even Asn-437 has a role here,

as this residue was found to be crucial to place the living group

in a favorable orientation relative to the thiol of Cys-225 for

protonation. Therefore, the energetic gain associated to the

preorientation of the proton donor and acceptor in the active

site is quite large, larger than 2.4 kcal/mol. The exact value

depends on the concentration of physiological proton donors

and acceptors and their intrinsic reactivity, plus the entropic

and energetic cost of generating the correct orientation for a

coupled protonation/deprotonation in the reference state. It is

not possible at present to accurately quantify these values,

both of which are associated to the preorganization of the active

site, although we can calculate their magnitudes. However, we

can definitively say that, in this step, the source for the catalytic

power of the enzyme is entropic, rather than electrostatic.

Another fundamental role for the enzyme seems to be to

protect the radical from the solvent. We cannot ignore that

these radical reactions would never be feasible without the

enzyme machinery, as the radical intermediates would im-

mediately be quenched by the environment.

In this article we have also compared the results obtained

with an explicit or an implicit representation of the sur-

rounding region. The results indicate good agreement between

both representations, and further validate earlier studies.
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SUPPLEMENTARY MATERIAL

An online supplement to this article can be found by visiting

BJ Online at http://www.biophysj.org. It contains coordi-

nates for the stationary points discussed in the text.
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John von Neumann Institute for Computing, Jülich, Germany. 285–
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