ABSTRACT

In recent decades, countless cohort,
case—control, and ecologic studies have
been conducted in the search for cancer
risk factors. On the basis of knowledge
gained from these studies, various influ-
ential commentaries have endeavored to
classify the extent to which the total can-
cer burden is attributable to general cat-
egories of risk, such as diet, tobacco, sun
exposure, and others. These commen-
taries have led to the conventional wis-
dom that most of the cancer burden is
caused by environmental factors and rel-
atively little is directly attributable to ge-
netic susceptibility.

In the face of the apparent knowl-
edge that the cancer burden is essentially
fully “explainable’ on the basis of known
environmental risks, this article addresses
the conceptual and empirical basis of the
continued search for new risk factors. It
proposes that the extent of the aggrega-
tion of cancer within individuals in the
population—that is, the occurrence of sec-
ond primary cancers—is a crucial statis-
tic in this context. A study of the incidence
of second primary melanoma suggests
that the bulk of the risk variation in this
disease cannot be explained by known
risk factors. The implications of these
ideas for research strategy and for public
health policy are discussed. (Am J Public
Health. 2001;91:360-364)
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In 1996, the Harvard Center for Cancer
Prevention published a report summarizing
current knowledge regarding cancer risk, en-
titled the Harvard Report on Cancer Preven-
tion." The fundamental conclusion of this re-
port was that “cancer is . . . a preventable
illness.” In support of this opinion, the report
displayed a table of cancer (mortality) risks
summarizing the “estimated percentage of
total cancer deaths attributable to established
causes of cancer.” The percentages listed were
tobacco (30%), diet/obesity (30%), sedentary
lifestyle (5%), occupational factors (5%), fam-
ily history of cancer (5%), viruses/other bio-
logical agents (5%), perinatal factors/growth
(5%), reproductive factors (3%), alcohol (3%),
socioeconomic status (3%), environmental
pollution (2%), ionizing/ultraviolet radiation
(2%, prescription drugs/medical procedures
(1%), and salt/other food additives/contami-
nants (1%). These percentages add to 100%
and thus do not accede to the possibility that
there may exist other, hitherto undefined cat-
egories of risk. This presentation follows a
tradition dating back to Wynder and Gori in
1977 and repeated by various other com-
mentators, notably Higginson and Muir,” Doll
and Peto,* Henderson, Ross, and Pike,’ and
Ames, Gold, and Willett.’ Notwithstanding
that these numbers are presented as approxi-
mations and recognized as such by all con-
cerned, the clear implication is that essentially
all cancer risk, with the possible exception of
the 5% attributed to “family history of cancer,”
is a result of potentially modifiable environ-
mental risk factors. The authors of the report
used these arguments to call for broad popu-
lation-based cancer prevention interventions
based on this knowledge. Of special impor-
tance was the recommendation to try to “shift
the behavior of the whole population” rather
than focus on high-risk individuals.

The essential message of the Harvard re-
port is that we already know the major fac-
tors that cause cancer. The purpose of this ar-
ticle is to explore the methodological basis

for this claim. This is an important issue since,
if we already know the factors that cause
100% of cancer, there seems little purpose in
further epidemiologic research to uncover new
factors. In this article, a different conceptual
structure for evaluating the totality of the in-
fluence of cancer risk factors is described, and
data are presented that suggest that many of
the factors influencing cancer risk have yet
to be discovered.

The Attribution of Risk

The authors of the Harvard Report on
Cancer Prevention did not provide details of
their methodology for estimating the attribut-
able percentages of risk, but it is likely that they
used primarily the attributable risk. Although
the term “attributable risk’ does not have a con-
sistent definition,® it is most commonly used
in the cancer literature to mean the proportion
by which the cancer incidence rate would be
reduced if the risk factor were eliminated.

Consider a binary risk factor with a rel-
ative risk of 9 and a population prevalence
of 0.5, numbers that are of an order of mag-
nitude similar to the effects of lifetime smok-
ing on upper aerodigestive cancers.’ The at-
tributable risk (4) is calculated by the formula

A=p(R-1/[p(R-1)+1],

where p is the prevalence of the exposure and
R is the relative risk. Thus, in the example,
the attributable risk is 0.8. That is, we esti-
mate that 80% of the cancer would be elimi-
nated if the risk factor were eliminated, in
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TABLE 1—Hypothetical Distributions of 2 Independent Cancer Risk Factors
Among Cases and Controls, Each With an Attributable Risk of 0.8

Risk Factors Population Prevalences  Incident
E, E, (Controls)? Cases Relative Risk
Present Present 0.25 0.81 81
Present Absent 0.25 0.09 9
Absent Present 0.25 0.09 9
Absent Absent 0.25 0.01 1

#The control group in a population-based case—control study reflects the prevalences in
the population of the risk factors under evaluation.

which case the entire population, by assump-
tion, would experience the incidence rate of
the 50% of the population who are not ex-
posed. However, if 80% of the cancers are
“caused” by the exposure, does this imply that
only 20% remain to be explained by other risk
factors? In a discussion of the issue, Roth-
man and Greenland refute this interpretation
on the basis of logical arguments regarding
causality and the fact that disease occurrence
in an individual might require more than 1
causal factor.'” However, the fallacy can be
demonstrated very simply by counterexam-
ple on a purely empiric basis. Suppose that
there exists another risk factor denoted £, that
is uncorrelated with the first risk factor (£,)
but that also has a prevalence of 0.5 and a rel-
ative risk of 9. The resulting distribution of
these factors among cases and population con-
trols is then as displayed in Table 1. In this
hypothetical scenario, each risk factor has an
attributable risk of 80%, and one might con-
clude (erroneously) that together they “cause”
160% of the cancer risk.

So where is the flaw in this argument?
The calculation of attributable risk requires a
“baseline” category of risk, representing those
unexposed to the risk factor. In calculating
the attributable risk for £, we use as the base-
line the subjects who are unexposed to £,
that is, those classified in the bottom 2 rows
of the table. However, these 2 groups differ
in risk by a factor of 9 and so do not enjoy a
homogeneous baseline risk. Clearly, the low-
est-risk subjects are in the group unexposed
to either factor, in the fourth row of the table.
One can calculate correctly the proportion of
cases attributable to both factors simultane-
ously by evaluating the reduction in incidence
that would occur if all of the population ex-
perienced the same risk as this jointly non-
exposed group. In this case, the appropriate
formula is

A=1-(p,R +p,R,+P;R+p,R,),
where the p’s represent prevalences (in the

controls) and the R’s represent relative risks
with respect to the baseline.'' That is,
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A=1-[(0.25%81)+(0.25%9)+(0.25%9)
+(0.25x1)]"=0.96,

and so the 2 factors jointly explain 96% of
the risk.

Clearly, the attributable risk of 1 risk fac-
tor does not provide evidence for or against the
presence of other risk factors. Thus, the attrib-
utable risk is not immediately useful in ad-
dressing the question in the title of this article.
Despite this, the presence of high attributable
risks has frequently been used in the past as
evidence against the possibility that direct ge-
netic predisposition is responsible for more
than a very small percentage of the cancer bur-
den. The notion that genetic susceptibility, in
isolation, causes around 2% to 5% of human
cancer can be traced to Knudson, ' and the fig-
ure of 5% has been quoted often (see, for ex-
ample, Perera,'® Harris,"* and many others). To
provide motivation for the recent explosion of
interest in investigating and searching for new
genetic risk factors for cancer, the justification
has been advanced that the hypothetical ge-
netic effects act in concert with known envi-
ronmental factors, via “gene—environment in-
teractions.”>'® However, the example in Table 1
shows that the search for genetic susceptibility
need not be restricted to interactive effects,
since strong independent genetic factors can
still be present even when the attributable risk
of known environmental effects is very high.

The Concept of Risk

Cancer risk may be influenced by factors
external to the subject (i.e., environmental risk
factors), by genetic susceptibility, or by the in-
terplay of both of these (i.e., gene—environ-
ment interactions). Each individual in the pop-
ulation has a unique risk, and a primary
purpose of epidemiologic research is to deter-
mine the extent to which this risk varies from
person to person and the factors that explain
this variation. Each person’s immediate risk
also changes markedly as the person ages. Pre-
diction of which individuals will be diagnosed

with cancer in the future may also be refined
by clinical or laboratory features that reflect
an existing undetected cancer or biological
changes on the causal pathway to a future can-
cer—for example, the presence of premalig-
nant lesions such as oral leukoplakia or ele-
vated prostate-specific antigen (PSA) levels.
In all of the discussion that follows, these lat-
ter factors are not considered to be “risk” fac-
tors. They are markers of relevant biological
events that have already occurred, possibly in-
fluenced by risk factors.

Individualistic risk prediction has become
a focus of attention since publication of the
“Gail model” for predicting breast cancer risk,'’
in which individual risks are predicted on the
basis of 4 breast cancer risk factors in addition
to age. The essential question addressed in this
article is, Are these individual risk predictions
accurate on a person-by-person basis, or can
they be refined by knowledge of additional risk
factors? In fact, we now know that there exists
strong genetic susceptibility for individuals
with mutations in the BRCA I or BRCA?2 genes,
factors not known when the Gail model was
developed. Thus, for example, if a woman is
predicted by the Gail model as having a 10%
risk of breast cancer in the next 30 years, this
risk is truly much higher than 10% if the woman
also has a BRCAI mutation and somewhat
lower than 10% if she does not. In other words,
the actual risks of women with identical Gail
“scores” will vary around this average risk, and
this variation will be due to additional, possi-
bly unknown risk factors, including BRCA1
and BRCA2 mutational status.

The Population Distribution of Risk

How can we determine whether a group
of individuals with apparently similar risks ac-
tually possess the same risk, or whether dis-
ease occurrence can be predicted more accu-
rately on the basis of additional, hitherto
unknown risk factors? This question can be
considered as having a solution between 2 ex-
tremes: at one extreme, disease occurrence can
be predicted with perfect accuracy; at the other
extreme, the occurrence is completely sto-
chastic (i.e., random), and no single individ-
ual in the risk group actually has a greater or
lesser chance of experiencing the disease than
any other at the outset.

Replication offers the theoretical solution
to this problem. We cannot replicate the life
experience of an individual with a unique risk,
but we can conduct studies that shed light on
this issue. For example, studies of the occur-
rence of disease in identical twins allow us to
explore the extent to which genetic risk varies
between sets of twins. The degree to which dis-
ease aggregates within twins is an approximate
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representation of the degree to which the in-
herent genetic risk varies from twin pair to twin
pair. For example, if there were no genetic com-
ponent to risk, the risks of disease in the twins
of diseased probands should be unremarkable.
That is, they should be representative of the
risks in all twin pairs, and thus the observed
incidence rate among twins of diseased pro-
bands should be similar to the rate of occur-
rence of disease across all twin pairs. In fact,
it can be shown that the ratio of these 2 rates is
directly related to the coefficient of variance
of the individual genetic risks.'®
Unfortunately, studies of twins have lim-
ited usefulness in cancer owing to the infre-
quency of identical twinning and the rarity of
occurrence of most cancers, although a num-
ber of twin studies of this nature have been
conducted,'”*” including a comprehensive re-
cent study using Swedish, Danish, and Finnish
twin registries in which substantial aggrega-
tions of all the major cancers in twin pairs were
observed.?' A related strategy that has the po-
tential to provide access to much larger num-
bers of subjects is to study the occurrence of
multiple primary cancers in the same individ-
ual. If we accept the premise that a second pri-
mary cancer is a truly independent occurrence
of'the disease (as opposed to a metastasis or a
tumor derived from a “clone” that led to the
first primary), then the evaluation of the pat-
terns of incidence of second primaries is, in
effect, a paired study, akin to a twin study, in
which each subject is used as his or her own
control. The standardized incidence ratio (SIR),
suitably stratified by age, is the ratio of the in-
cidence rate of (second) primaries in individ-
uals in which a first primary has already oc-
curred to the underlying age-specific incidence
rate in the population. The magnitude of this
ratio is a direct measure of the variation in the
person-to-person risk in the population, with

the recognition that this variation encompasses
all environmental risks in addition to genetic
risks, since a single individual is matched with
himself or herself with respect to both genetic
risks and environmental exposures.

The study of the incidence of second pri-
mary cancers thus provides us with an avenue
for evaluating the degree of risk variation in
the population. This strategy is at best very ap-
proximate, as there are numerous influences
that could disrupt the fundamental assumption
that in a single individual the probability of oc-
currence of a second primary in a defined time
interval is the same as the probability (risk)
that gave rise to the first primary. These in-
clude the fact that patients with cancer receive
continuing diagnostic scrutiny at a greater in-
tensity than the population at large, the possi-
bility that the treatment for the first primary
may affect the risk of the second, the possibil-
ity that risk factors also affect prognosis, the
possibility that risk may be episodic, and oth-
ers. 2 Also, the fact that any individual’s second
primary must occur at a more advanced age
than the individual’s first primary necessitates
careful age stratification. Nonetheless, the age-
stratified SIR can provide a first approximation
of the coeficient of variation of risk in the pop-
ulation. In a similar vein, the SIR representing
co-occurrence of 2 cancers of different types re-
flects the extent to which the risks of the 2 can-
cers are correlated in the population.”

Our ability to evaluate the risk variation in
this way for a single type of cancer is most se-
riously hampered in practice by the fact that
surgery for the first primary will often elimi-
nate much of the organ tissue that would be
“at risk” for a second primary, rendering the
incidence rates of second primaries uninter-
pretable. However, melanoma is a particularly
suitable model for study, since only a very small
proportion of a subject’s skin is removed at sur-

gery, leaving essentially all of the skin “at risk”
for a second primary. For breast cancer, con-
tralateral occurrences of the disease are con-
sidered second primaries by convention, and
it is reasonable to suppose that half of the organ
tissue—1 breast rather than 2 breasts—remains
at risk for a second primary. The appropriate
calculation of the SIR thus involves doubling
the observed rate of incidence of contralateral
breast cancer. In Table 2, the SIRs are presented
in 10-year age intervals for these 2 cancers,
with data from the Surveillance Epidemiology
and End Results (SEER) Program of the Na-
tional Cancer Institute (NCI). The results are re-
stricted to White females. The aggregated re-
sults in the bottom row indicate a high overall
SIR of 8.5 for melanoma and a somewhat lower
value of 3.9 for breast cancer. This latter value
is not dissimilar to estimates of 3.1 and 5.2 ob-
tained from studies of monozygotic twins.'**!
However, the table shows that these aggregates
disguise a strong age trend, especially for breast
cancer. As is shown in the next section, these
numbers represent large variations in risk in
the population.

Contributions of Known Risk
Factors

The contribution of an individual known
risk factor to the population variation in risk,
or the combined contributions of several risk
factors, is estimable with data obtained from a
case—control study conducted in the same pop-
ulation.? In fact, the contribution of a set of
risk categories to the SIR is given by the formula

(P RIAPRI+ )/ (pR+p,R,+ ),
where the p’s and R’s represent the prevalences

and relative risks of a set of mutually exclu-
sive categories, as in the example in Table 1.

TABLE 2—Standardized Incidence Ratios (SIR) of Second Primary Cancers: Melanoma and Breast Cancer

Age?y Second Melanoma, Contralateral Breast,’ Breast—Melanoma,® Melanoma-Breast,*
No. (95% Cl) No. (95% Cl) No. (95% Cl) No. (95% Cl)

<30 23.0 (12) (12, 40) 218.0 (12) (113, 381) . (0)(..) MG
30-39 8.9 (26) (5.8, 13.0) 31.0 (225) (27, 36) 1.4 (6) (0.5, 3.0) 1.3 (12) (0.7, 2.3)
40-49 9.2 (41) (6.6, 12.5) 7 4 (643) (6.8, 8.0) 1.3 (27) (0.9, 1.9) 1.3 (47) (1.1,1.7)
50-59 5.3 (23) (3.4, 8.0) 4 (1054) (4.1, 4.6) 1.5(62) (1.1, 1.9) 1.5(76) (1.2, 1.9)
60-69 6.6 (29) (4.4, 9.5) 3 8 (17283) (3.7, 4.0) 1.2 (68) (0.9, 1.5) 1.2(87) (1.0, 1.5)
70-79 11.5 (37) (8.1, 15.8) 3.4 (1596) (3.2, 3.6) 1.3 (73) (1.0, 1.7) 1.5(88) (1.2, 1.9)
>80 9.1 (19) (5.5, 14.3) 2.9 (861) (2.7, 3.1) 1.4 (56) (1.1, 1.9) 1.1 (35) (0.8, 1.5)
Overall 8.5(187) (7.4,9.9) 3.9 (6114) (3.8, 4.0) 1.3 (292) (1.2, 1.5) 1.3 (345) (1.2, 1.5)

@Age at diagnosis of second primary.

“Melanoma following breast cancer.
9Breast cancer following melanoma.

Note. All statistics are based on rates for White females. Cl=confidence interval.
Source. Data obtained from the Surveillance Epidemiology and End Results (SEER) Program of the National Cancer Institute, 1973—1994.

PResults are restricted to second primaries in the contralateral breast, and the SIR is doubled to account for the fact that the number of cells at
risk in the contralateral breast is approximately half of the number at risk for the first primary.
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This contribution is 1 (i.e., no contribution)
only if all of the relative risks are 1. In Table 1,
the contribution of £, based on a prevalence
of 0.5 and a relative risk of 9, is 1.64, that is,

[(0.5%9%)+(0.5x1%)]/[(0.5%9)+(0.5x 1)]~

This is also the contribution of E,. The com-
bined effect of these 2 independent risk fac-
tors is 2.69. In general, the joint contribution of
2 factors is attenuated if they are not statistically
independent or if their combined effects are
not multiplicative.

A formal analysis of this nature has been
performed to evaluate the known risk factors
for melanoma in White subjects.” Data from
a case—control study of melanoma conducted
in Connecticut were used to evaluate the con-
tributions of established risk factors: sun ex-
posure, number of nevi, light skin color, in-
ability to tan, light eye color, light hair color,
and tendency to freckle. A logistic regression
model was used to characterize the joint ef-
fects of these factors.”* When the resulting con-
tribution of these known risk factors was com-
pared with the observed SIRs of second
primary melanoma, obtained with data from
the SEER registry, the risk factors appeared to
“explain” only 23% of the population varia-
tion in risk for women in the age group with the
lowest SIR, and they explained only 5% of the
variance for the youngest age group. Recent
research has identified a highly penetrant sus-
ceptibility gene (p16) for melanoma,” *” and
undoubtedly this factor must be responsible
for at least some of the unexplained variation
in risk. However, the prevalence of p16 is be-
lieved to be very low. For example, for a gene
with a population prevalence of 0.1% (1 in
1000), even if the relative risk is as high as 20,
the contribution to the SIR is only 1.35. It is
in this context that observed SIRs ranging from
5.3 to 23 must be interpreted.

Discussion

We have seen that the common practice of
using attributable risks in evaluating the com-
bined impact of cancer risk factors, with the
attributable percentages adding to 100% or
thereabouts, is seriously flawed. This practice
is frequently used to conclude that the per-
centage of cancer explained by genetic sus-
ceptibility is low." *">?® We have seen via a
simple counterexample that this conclusion is
erroneous. It is entirely possible that the can-
cer burden is caused primarily by genetic sus-
ceptibility, notwithstanding our knowledge of
environmental and lifestyle risk factors and
their attributable risks."”’

In part, the widespread belief that the role
of environmental factors greatly exceeds the
role of genetic factors is based on the huge in-
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ternational variations in cancer rates™ and the
fact that risks in migrant populations gradu-
ally come to resemble those of the adopted en-
vironment.*' The measure of population vari-
ation in risk advocated in this article is a
population-specific statistic and thus is solely
dependent on the variations in risk exhibited
by individuals within the index population. If
we were to define the population on an inter-
national basis, then the total population varia-
tion in risk would increase to the extent that
there would exist systematic variations in risk
between populations. The fact that variations in
environmental exposures within a country may
be relatively small has been used as an expla-
nation of why, for example, case—control stud-
ies of dietary factors conducted in the United
States demonstrate relatively small and incon-
sistent effects.”

Research strategy should be influenced
by consideration of these issues. We need to
have a conceptual strategy for determining
when all the relevant risk factors have been es-
tablished and when the search for new risk fac-
tors is likely to be fruitless. Recently, a para-
digm shift has been witnessed in cancer
epidemiology, spurred by the discovery of
major susceptibility genes and by the rapidly
developing technology for conducting genetic
studies. A major thrust of this research has been
the search for gene—environment interactions.'®
The focus on gene—environment interactions
appears to be motivated, in part, by the belief
that the discovery of major susceptibility genes
that act independently of environmental hazards
is unlikely, owing to the prevailing wisdom that
all but a small proportion of cancer incidence
is “explained” by known environmental agents.
However, we have seen that there is no logical
or empirical basis for this belief. That is, can-
cer risk may be influenced by numerous low-
penetrance genetic abnormalities that confer
their contributions to risk independently of each
other and independently of environmental risk
factors.

A principal thesis of this article is that
careful study of the incidence rates of multi-
ple primary cancers can be informative in mo-
tivating research strategy in the search for
new risk factors, and indeed the study of mul-
tiple primaries is a burgeoning area of re-
search.” Sites where multiple primaries are
relatively common are suggestive of a con-
centration of risk in the individuals who ex-
perience the multiple primaries. In anatomic
regions such as the upper aerodigestive tract,
the increased occurrence of multiple primar-
ies in different sites is clearly due in part to a
common environmental risk factor, cigarette
smoking.** This phenomenon has led to the-
ories of “field cancerization,” whereby the
presence of multiple tumors is viewed as a
manifestation of a single occurrence of the

disease.*> However, strong predisposition in
the individual is an alternative explanation,
and careful tissue evaluation by new molec-
ular pathologic tools may ultimately assist in
distinguishing distant clones from indepen-
dent occurrences of the disease.*® The study
of the co-occurrence of pairs of cancers on a
population basis can also provide clues to the
presence of common etiology. In fact, if we
examine the last 2 columns of Table 2, we ob-
serve that the risks of melanoma following
breast cancer, and of breast cancer following
melanoma, are both modestly elevated and
unrelated to age, suggesting the absence of
highly penetrant risk factors that are common
to both cancers.

There are several important limitations to
the interpretation of the SIRs of second pri-
maries as precise measures of population risk
variation, as outlined earlier. A particular con-
cern is the assumption that factors that affect
risk do not also affect prognosis. For example,
if a risk factor also leads to shortened survival
in cancer patients, this will cause the SIR to
underestimate the true variation in risk in the
population, and vice versa. This problem, and
the other potential biases described earlier, dic-
tate that we must interpret the observed SIRs
with caution and view them as grossly repre-
sentative of risk variation.

Finally, the ideas presented have implica-
tions for public health policy. The predominant
approach to translating results from cancer epi-
demiologic research into policy for reducing
cancer incidence and mortality has been
broadly population based. Influential organi-
zations such as the American Cancer Society
and the NCI have encouraged broad changes in
behavior, such as reduced sun exposure, diets
with lower fat and higher consumption of fruits
and vegetables, widespread mammography
screening, and so forth. In fact, the Harvard
Report on Cancer Prevention explicitly advo-
cates “broad-scale interventions” in preference
to a focus on “individuals defined as being at
high risk”*” Recognizing that success in in-
fluencing public behavior is a complex issue,
the motivation to engage in broad campaigns
vs those based on a focused “high-risk” strat-
egy should be influenced, at least in part, by
the breadth of the risk distribution in the pop-
ulation. If it can be shown that the great ma-
jority of the population enjoys very low risk,
with the bulk of the risk concentrated in a small
subset, then the merit of a focused prevention
strategy is enhanced. Our study of melanoma
suggests a very broad risk distribution across
all age groups. Our knowledge base in identi-
fying the high-risk subjects is limited at pres-
ent, but as the determinants of risk become bet-
ter understood, and our risk projections become
more accurate, the rationale for a focused pre-
vention strategy can only increase. [
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