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ABSTRACT
Cross validation (CV) was used to analyze the effects of different environments and different genotypic

samples on estimates of the proportion of genotypic variance explained by QTL (p). Testcrosses of 344
F3 maize lines grown in four environments were evaluated for a number of agronomic traits. In each of
200 replicated CV runs, this data set was subdivided into an estimation set (ES) and various test sets (TS).
ES were used to map QTL and estimate p for each run (p̂ES) and its median (p̃ES) across all runs. The bias
of these estimates was assessed by comparison with the median (p̃TS.ES) obtained from TS. We also used
two independent validation samples derived from the same cross for further comparison. The median p̃ES

showed a large upward bias compared to p̃TS.ES. Environmental sampling generally had a smaller effect on
the bias of p̃ES than genotypic sampling or both factors simultaneously. In independent validation, p̃TS.ES

was on average only 50% of p̃ES. A wide range among p̂ES reflected a large sampling error of these estimates.
QTL frequency distributions and comparison of estimated QTL effects indicated a low precision of QTL
localization and an upward bias in the absolute values of estimated QTL effects from ES. CV with data
from three QTL studies reported in the literature yielded similar results as those obtained with maize
testcrosses. We therefore recommend CV for obtaining asymptotically unbiased estimates of p and conse-
quently a realistic assessment of the prospects of MAS.

MOLECULAR markers are used by a great number fied: (1) QTL positions are estimated with high preci-
of researchers to study quantitative traits of agro- sion to choose markers showing a minimum of recombi-

nomic importance. The primary objective of these stud- nation with the QTL and to resolve linked QTL; (2)
ies has been the identification of markers associated estimated QTL effects reflect their true genetic effects
with quantitative trait loci (QTL) and their use in subse- and, therefore, are estimated without bias due to geno-
quent marker-assisted selection (MAS) programs. typic or environmental sampling; (3) a sufficient pro-

In the statistical analysis of quantitatively inherited portion of the genotypic variance of the trait under
traits, the introduction of QTL interval mapping and study is explained by the detected QTL.
maximum-likelihood estimation of effects by Lander With respect to these prerequisites, the available statis-
and Botstein (1989) was a landmark. Simplicity and tical methods still have considerable shortcomings. Us-
speed of QTL analyses were further increased by using ing computer simulations it was shown that (a) estimates
multiple regression for determining significance of of individual QTL effects and the proportion of geno-
putative QTL and estimation of their genetic effects typic variance explained by QTL can be severely in-
(Haley and Knott 1992; Martinez and Curnow flated, leading to an overly optimistic assessment of the
1992). An increase in power of QTL detection as well prospects of MAS (Utz and Melchinger 1994;
as accuracy and precision of estimated QTL positions Georges et al. 1995; Beavis 1998); and (b) confidence
and effects can be accomplished by including additional intervals for QTL positions are large for population sizes
markers as cofactors in the statistical model (Jansen commonly used in QTL mapping experiments (van
1993; Zeng 1994). For review of the various statistical Ooijen 1992; Visscher et al. 1996).
methods for QTL analyses, see Liu (1998). In most experimental studies these limitations have

Identification of significant QTL-marker associations been ignored even though with experimental data, the
forms the baseline for MAS. To be superior to classical bias in QTL effects is expected to be even greater than
phenotypic selection, several prerequisites must be satis- in computer simulations that rely on simplifying as-

sumptions. To overcome these pitfalls, Lande and
Thompson (1990) suggested identifying QTL-marker
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from 71 F3 lines, whose TC were grown in Exp. 2, TC of P1high costs of QTL studies their suggestion has not be-
and P2 included as multiple entries, and the same checkcome common practice.
hybrids as in Exp. 1 and Exp. 2. Exp. 3 was grown in 1992 at

In an earlier study, we demonstrated for experimental four sites in Germany, two of which were in common with
data in maize that the magnitude of QTL effects and the Exp. 2, and one additional site in France.

In all three experiments the experimental design was aproportion of the phenotypic and genotypic variance
generalized lattice with two replications (Patterson and Wil-explained by QTL decreased substantially when esti-
liams 1976). Two-row plots were overplanted and latermated in independent validation samples (Melchinger
thinned to reach a final stand of 8–11 plants m22 depending

et al. 1998). Because the samples used for mapping of on the location. All experiments were machine planted and
QTL positions were evaluated in different environments harvested as grain trials with a combine.

Data were analyzed for the following traits: grain yield (GY)than those for estimation of genetic effects, the observed
in Mg ha21, adjusted to 155 g kg21 grain moisture, graindecrease in variance explained by QTL had to be attrib-
moisture (GM) in g kg21 at harvest, kernel weight (KW) inuted to two confounded factors: environmental and ge-
mg kernel21 determined from four samples of 50 kernels from

notypic sampling. In basic studies as well as in practical each plot, and plant height (PH) measured in centimeters
breeding, however, the contribution of each factor to on a plot basis as the distance from the soil level to the lowest

tassel branch.the bias must be known for an optimal allocation of
RFLP marker genotyping and linkage map construction:limited resources.

The procedures for RFLP assays were described by Schön etSeveral authors (e.g., Beavis 1994; Visscher et al.
al. (1994). Two linkage maps were constructed based on 89

1996) recommended the use of resampling methods to RFLP marker loci using a subset of 344 parental F2 plants of
determine the magnitude of bias caused by these factors the 380 F3 lines employed in Exp. 1 and a subset of 107 parental

F2 plants of the 127 F3 lines employed in Exp. 2, respectively.and to get more realistic estimates of the amount of
A third linkage map was obtained from the 71 parental F4genotypic variance explained by QTL. In this study, we
plants of the F5 lines tested in Exp. 3, genotyped with 84 ofused cross validation (CV; Hjorth 1994) to elucidate
the 89 RFLP marker loci used for the other two linkage maps.

the effects of environmental and genotypic sampling. Software packages MAPMAKER 3.0 (Lander et al. 1987) and
Objectives of our research were to (1) obtain unbiased GMENDEL 3.0 (Holloway and Knapp 1993) were used for

map construction.estimates of the proportion of the genotypic variance
Agronomic data analyses: For each experiment adjustedexplained by all detected QTL (p); (2) analyze the in-

entry means and effective error mean squares derived fromfluence of environmental and genotypic sampling on
analyses of variance of each site-year combination were usedthe magnitude of the bias and sampling error of esti- to compute the combined analyses of variance across environ-

mates of p; and (3) compare the magnitude of the bias ments. For estimation of quantitative genetic parameters such
and sampling error of p determined by CV with results as variance components and heritabilities, see Melchinger

et al. (1998). Phenotypic (r̂p) and genotypic (r̂g) correlationsobtained with independent validation samples.
between means of related TC progenies from Exp. 2 and Exp.
3 were calculated following standard procedures (Mode and
Robinson 1959).MATERIALS AND METHODS QTL analyses: QTL mapping and estimation of their effects
were performed with PLABQTL (Utz and Melchinger 1996)Plant materials: The plant materials used for this study were
employing composite interval mapping (CIM) by the regres-partly identical to those described by Melchinger et al.
sion approach (Haley and Knott 1992) in combination with(1998). Briefly, two early maturing elite European flint in-
the use of cofactors ( Jansen and Stam 1994; Zeng 1994).breds, KW1265 and D146 (subsequently referred to as P1 and
Following Cowen (1988), an additive genetic model is appro-P2), were used as parents. Randomly chosen F2 plants from
priate for the analysis of TC progenies, because TC progeniesthe cross P1 3 P2 were selfed to produce 507 independently
from F2 plants heterozygous at a given marker or QTL corre-derived F3 (F2:3) lines. A subsample of these F3 lines was ad-
spond to a 1:1 mixture of TC plants carrying alleles from P1vanced by single-seed descent to the F4 generation to produce
and P2. Accordingly, the underlying model for TC progenies71 independent F5 (F4:5) lines. Testcross (TC) seed was pro-
can be written asduced in isolation plots by mating the unrelated inbred tester

KW5361 (T2 in Melchinger et al. 1998) to a random sample
Yj 5 mP1 1 a`x*

j` 1 o
m

bmxjm 1 εj. (1)of 40 plants from each of the 507 F3 lines, the 71 F5 lines, as
well as parents P1 and P2.

Here, Yj denotes the mean phenotypic trait value of the TCField experiments: The TC progenies were evaluated in
progeny of line j averaged across environments; mP1 is thethree different experiments. Experiment 1 (Exp. 1) comprised
mean phenotypic trait value of TC progeny carrying the allele380 TC of F3 lines, TC of P1 and P2 included as quintuple
from P1 at the `th QTL; a` is the average effect of substitutingentries, and 10 common check hybrids. Trials were conducted
allele q in P1 by allele Q in P2 at the putative QTL in thein 1990 and 1991 at two sites in Germany. Data on plant height
marker interval ` with flanking markers `9 and `″ (subse-were additionally available from forage trials conducted at five
quently denoted additive effect); x*j` is the conditional expecta-environments in Germany described in detail by Lübberstedt
tion of the dummy variable uj` given the observed genotypeset al. (1997).
at flanking marker loci `9 and `″, where uj` assumes valuesExperiment 2 (Exp. 2) comprised TC of an independent
0, 0.5, or 1, if the genotype of the F2 individual j at the putativeset of 127 F3 lines, TC of P1 and P2 included as six and seven
QTL is qq, Qq, or QQ, respectively; bm is the partial regressionentries, respectively, and the same set of 10 check hybrids as
coefficient of phenotype Yj on the mth (selected) marker;in Exp.1. Trials were grown in 1992 and 1993 at two sites in
xjm is a dummy variable (cofactor) taking values 0, 0.5, or 1Germany.

Experiment 3 (Exp. 3) comprised TC of 71 F5 lines derived depending on whether the marker genotype of the parental
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F2 individual j at marker locus m is homozygous P1, heterozy-
gous, or homozygous P2, respectively; and εj is a residual vari-
able for the TC progeny of the jth F3 line.

The selection of cofactors was described by Melchinger et
al. (1998). Testing for presence of a putative QTL in an interval
by a likelihood-ratio test was performed using a 2.5 LOD
threshold. Estimates of QTL positions were obtained at the
position where the LOD score assumed its maximum in the
region under consideration. Following Draper and Smith
(1981), the proportion of the phenotypic variance explained
by QTL was determined by the unbiased estimator

R 2
adj 5 R 2 2 1 z

N 2 z 2 12(1 2 R 2), (2)

where R 2 is the coefficient of determination of regression
fitting a model including z predictors (number of QTL posi-
tions and effects) and N is the number of phenotypic observa-
tions used in multiple regression. When R 2 is zero or small,
R 2

adj can become negative. In our calculations negative values
of R 2

adj were allowed, because when imposing a lower bound
R 2

adj would no longer be unbiased (Kendall and Stuart
1961).

The proportion of the genotypic variance explained by all
detected QTL was estimated from the ratio

p̂ 5
R 2

adj

ĥ2
, (3) Figure 1.—Subdivision of the data set used for cross valida-

tion into five subsamples (S1–S5) evaluated in four environ-
ments (E1–E4). Testcross (TC) entry means from S1–S4 aver-where ĥ2 is the heritability of the respective trait calculated

on an entry-mean basis (Hallauer and Miranda 1981), aged across E1–E3 serve as estimation set (ES). TC entry means
from S5 averaged across E1–E3 are used as test set (TS) ac-
counting for genotypic sampling (CV/G). TC entry meansĥ2 5

ŝ2
g

ŝ2/re 1 ŝ2
ge/e 1 ŝ2

g

, (4)
from S1–S4 evaluated in E4 are used as TS accounting for
environmental sampling (CV/E). TC entry means from S5with s2 denoting the effective error variance, s2

ge the G 3 E evaluated in E4 are used as TS for obtaining asymptoticallyinteraction variance, s2
g the genotypic variance, r the number unbiased estimates of the proportion of genotypic varianceof replications, and e the number of test environments. All explained by QTL (CV/GE).variance components were estimated from Exp. 1 unless stated

otherwise.
Cross validation: One approach applied for evaluation of spective subsamples, yielding a total of 10 3 4 3 k 5 200

QTL mapping results was cross validation. Here, the entire replicated CV runs.
data set (DS) is split into subsets. One or several subsets com- The effect of sample size in ES and TS was tested by varying
bined form the estimation set (ES) for QTL detection, localiza- the number of genotypic and the number of environmental
tion, and estimation of genetic effects. The remaining sub- subsamples used for estimation and testing. Genotypic subsam-
set(s) form the test set (TS) in which predictions derived from pling was tested in five different CV schemes, dividing DS into
ES are tested for their validity by correlating predicted and k (k 5 2, 3, 5, 9, and 16) genotypic subsamples containing
observed data. For example, in fivefold CV, the DS comprising N/k TC progenies each (Table 1). An additional cross valida-
marker data from 344 F2 plants and phenotypic data of their tion scheme (CVk51) was created by randomly subdividing DS
TC progenies from Exp. 1 was randomly subdivided into k 5 into subsamples of size NES 5 100 and NTS 5 244. For all CV
5 genotypic subsamples, 4 with 69, 1 with 68 genotypes (Figure schemes, estimates of p were obtained as the median from a
1). Each of the 5 genotypic subsamples was evaluated in four minimum of 200 CV runs originating from an appropriate
environments, and consequently DS was divided into 20 dis- number of different randomizations (Table 1).
connected subsets. For testing the effect of (i) environmental For plant height, which was evaluated in nine environments,
sampling (CV/E), (ii) genotypic sampling (CV/G), and (iii) additional CV schemes were analyzed by varying the number
both factors simultaneously (CV/GE), the same ES but differ- of environments included in ES (u 5 1, 2, 3, 4, and 8) for
ent TS were used. The ES consisted of four genotypic subsam- k 5 5 (Table 1). The corresponding TS were based on TC
ples with phenotypic data from three of the four environ- progeny means averaged across the remaining e 5 9 2 u
ments. In CV/E, the TS consisted of the same four genotypic disconnected environments. The number of possible CV runs
subsamples as in ES, but phenotypic data came from the obtained by a single randomization was 5(9

u) for the respective
fourth, disconnected environment. In CV/G, the fifth discon- CV schemes (Table 1).
nected genotypic subsample with phenotypic data from the The magnitude of bias in estimates of genotypic variance
same three environments as in ES was used as TS. In CV/GE, explained by QTL due to genotypic and/or environmental
estimates of QTL effects were obtained by using the one subset sampling was obtained by comparing estimates of p obtained
not connected with ES, either by environment or by genotypes, from the ES and TS. Based on QTL mapping results obtained
as TS. Consequently, by permutating the respective k subsets with composite interval mapping (CIM) from the ES, the
used for ES and TS, 4 3 k 5 20 different CV runs are possible genotypic value of F3 line j in TS QTS.ESj can be predicted
for fivefold cross validation. To increase the precision of esti- according to
mates of p, additional CV runs were generated by using 10

QTS.ESj 5 X*TSj b̂*ES, (5)different randomizations for assigning genotypes to the re-
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TABLE 1

Description of cross validation schemes varying for the number of genotypic subsamples and the number of
environments used for estimation sets and test sets

Genotypic subsamplesa Environmental samplesb

Sample size No. of
N in No. of environments in No. of

No. of
subsamples k ES TSCV Randomizations Replicated runs ES (u) TS (e) Randomizations Replicated runs

1 100 244 50 200 1 8 4 180
2 172 172 25 200 2 7 1 180
3 230 114 17 204 3 6 1 420
5 276 68 10 200 4 5 1 630
9 306 38 6 216 8 1 4 180
16 323 21 3 256

CV, cross validation; ES, estimation set; TS, test set. Independent validation: (1) TSVS1, N 5 107, e 5 4; (2) TSVS2, N 5 71,
e 5 5.

a Further assumptions: u 5 3, e 5 1.
b Further assumptions: k 5 5; ES, N 5 276; TSCV,N 5 68.

with X*TSj being the vector of conditional expectations of the mined by multiple regression based on (a) the map positions
of all QTL detected in ES and (b) the marker genotypes at thedummy variable uj` given the observed genotypes at the flank-
flanking markers of the F2 plants in TS according to describeding marker loci `9 and `″ and a significant QTL (LOD .
procedures (Haley and Knott 1992; Utz and Melchinger2.5) in the `th marker interval in ES. For uj` values, 0, 0.5,
1996). Subsequently, the median ãTS was calculated across allor 1 are assumed, if the genotype of the corresponding F2 plant
CV runs.j at the QTL significant in ES is qq, Qq, or QQ, respectively;

Validation with independent samples: Statistical theory andb̂*ES is the vector of genetic effects of all significant QTL de-
procedures for the alternative approach of testing results ob-tected in ES, estimated as partial regression coefficients from
tained in ES with independent validation samples are equiva-a simultaneous fit in ES.
lent to cross validation. The same estimation sets as in CVThe proportion of the genotypic variance explained by QTL
were used to predict genotypic values QVS.ES for validation setsin TS (p̂TS.ES) is calculated from the adjusted squared correla-
(VS). The adjusted squared correlation coefficient (R 2

adj) be-tion coefficient (R 2
adj, see Equation 2) between the phenotypic

tween QVS.ES and the entry means (YVS) from VS1 (N 5 107)means observed in TS (YTS) and the predicted genotypic values
and VS2 (N 5 71), divided by the heritabilities ĥ2

VS1 and ĥ2
VS2,QTS.ES on the basis of results derived from ES, divided by the

served as an unbiased estimate of the genotypic variance ex-heritability of the trait (see Equation 4) under study for the
plained by putative QTL in validation test sets. Variance com-respective value of e :
ponents for the calculation of ĥ2

VS1 and ĥ2
VS2 were estimated

from Exp. 2 and Exp. 3, respectively. Estimates of p werep̂TS.ES 5
R 2

adj(YTS,QTS.ES)
ĥ2

. (6)
calculated as the median of replicated validation runs, the
number of replications corresponding to the number of ES

The estimate p̂TS.ES is asymptotically unbiased in the case of for the respective factor k (Table 1). For validation with VS2,
CV/GE because the data in TSCV/GE are independent from the calculations of conditional expectations of the genotype of F5
data in ES from which the a priori model of prediction is lines at the putative QTL given flanking marker genotypes
determined (Lande and Thompson 1990). Estimates p̂TS.ES were adjusted to parental F4 instead of F2 plants.
calculated for CV/E and CV/G are still biased by genotypic
and environmental sampling, respectively, because TS are not
independent from ES.

RESULTSUsing a LOD threshold of 2.5 each CV run yielded different
estimates for the number of QTL, their location, and genetic Trait means, variances, and heritabilities: Quantita-effects in ES. Estimates of p in ES and TS were calculated as

tive genetic parameters for Exp. 1 and Exp. 2 werethe median p̃ over all replicated CV runs. For CV runs with
presented in detail by Melchinger et al. (1998). Geno-no QTL detected in ES, p̂ was assumed to be zero. The average

number of QTL was determined as the mean across replicated typic variances among TC of F3 and F5 lines were signifi-
CV runs. cant for all traits in all three experiments. As anticipated

A more detailed analysis was performed for putative QTL from theory, genotypic variances among F5 lines in Exp.for GY and PH on chromosome 7. Precision of QTL localiza-
3 were greater than those among F3 lines in Exp. 1 andtion was assessed by determining the relative frequency of
Exp. 2 for all traits. Estimates of s2

ge were significantlydetected QTL for 1376 replicated runs in 1-cM intervals along
chromosome 7 from ES with k 5 5, u 5 3, and e 5 1. In ES, greater than zero (P , 0.01) for all traits in Exp. 1 and
allele substitution effects (âES) were estimated from a simulta- Exp. 3. In Exp. 2 significant G 3 E interactions were
neous fit of all significant QTL in each of the 1376 CV runs. found only for GM and KW but not for GY and PH.The median allele substitution effect ãES was calculated for

Heritabilities exceeded 0.70 for all traits except GY ineach position along the chromosome. For each âES, the corre-
sponding allele substitution effect from TSCV/GE (âTS) was deter- Exp. 1 (ĥ2 5 0.48) and were highest in Exp. 3 (0.70–0.92)
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Figure 2.—Median pro-
portion (percentage) of ge-
notypic variance explained
by detected QTL (p̃) deter-
mined from estimation (ES),
cross validation (CV/E,
CV/G, CV/GE), and valida-
tion with independent sam-
ples (VS1 and VS2) as well
as the average number of
QTL detected in estimation
(see box, ascending order
of k) for a varying number
of genotypic subsamples (k)
and the entire data set (DS)
of Experiment 1 for grain
yield, grain moisture, ker-
nel weight, and plant
height. (d) ES, (h) CV/E,
(e) CV/G, (n) CV/GE,
(m) V/VS1, (.) V/VS2.

owing to larger genotypic variances and an additional (k 5 5, 9, and 16). In cross validation CV/GE generally
resulted in the smallest values for p̃TS.ES. For PH however,test environment. Phenotypic (r̂p) and genotypic (r̂g)

correlations between related TC progenies from early values for p̃TS.ES from CV/GE were slightly greater than
those for CV/G in some CV schemes.(F3 lines) and advanced (F5 lines) selfing generations

ranged between 0.32 and 0.44 except for r̂g 5 0.62 Validation with the two independent samples VS1 and
VS2 resulted in the lowest p̃TS.ES values, except for KWfor GY.

QTL analyses: For detailed results from QTL analyses (Figure 2). On average only 50% of p̃ES could be con-
firmed. For all traits except PH, estimates of p̃TS.ES frombased on the entire DS (Exp. 1) see Melchinger et al.

(1998). Briefly, the number of detected QTL in DS was 2 VS1 and VS2 were comparable to those from CV/GE.
For PH, p̃TS.ES for VS1 and VS2 was surprisingly small asfor GY, 13 for GM, 11 for KW, and 12 for PH, explaining

between 28.7 and 65.5% of the genotypic variance (Fig- compared to CV schemes, probably due to genotypic
and environmental sampling in the validation experi-ure 2).

For all traits but GY, the average number of QTL ments. Contrary to expectation, V/VS1 yielded smaller
values for p̃TS.ES than V/VS2 for GY and KW.detected increased with increasing sample size N in ES

and was almost twice as large for k 5 16 (N 5 323) as For GM, KW, and PH, 95% confidence intervals for
p̃ES span 1–3% for all k except for k 5 1 with z6% (datacompared to k 5 1 (N 5 100; Figure 2). The median

p̃ES increased only slightly (#20%) with increasing N not shown). For GY, 95% confidence intervals for p̃ES

ranged from 5 to 8%. In CV, 95% confidence intervalsand even decreased for GY. In all three cross validation
schemes (CV/E, CV/G, and CV/GE), p̃TS.ES was substan- for p̃TS.ES were of similar size as for corresponding esti-

mates of p̃ES, but were quite large for CV/GE and k 5tially reduced as compared to p̃ES for all values of k. The
largest reduction in p̃TS.ES was found for GY in CV/GE 16 with a maximum of 13% for CV/GE with k 5 16 of

PH. Figure 3 shows the range in the number of QTLfor k 5 9 and k 5 16. In most cases, CV/G resulted in
lower values for p̃TS.ES than CV/E. Except for GY, the detected in ES and the variation in p̂ES and p̂TS.ES among

the different CV runs for k 5 5. For GY, the number ofdifference between the two CV schemes was most pro-
nounced for small k. For GM, p̃TS.ES was slightly larger QTL detected in the 200 estimation runs varied from

0 to 8. In 11 of the 200 ES no QTL for GY was detected.for CV/G than for CV/E in half of the CV schemes
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Figure 3.—Box-and-whis-
ker plots of the genotypic
variance explained by de-
tected QTL (p̂) determined
from estimation (ES), cross
validation (CV/E, CV/G,
and CV/GE), and valida-
tion with independent sam-
ples (VS1 and VS2) for k 5
5, u 5 3, and e 5 1 for grain
yield, grain moisture, ker-
nel weight, and plant
height. Boxes indicate the
median, 25, and 75% quar-
tiles.

For GM, KW, and PH, between 4 and 16 QTL were p̃TS.ES for CV/E was smaller only for u 5 1 and 2 but
greater for u 5 3, 4, and 8. In validation with indepen-significant in ES. A wide variation of p̂ES and p̂TS.ES was

found for all three CV schemes and all traits, and the dent samples (VS1 and VS2), p̃TS.ES was substantially
smaller than in CV/GE, the largest reduction beingrange for p̂TS.ES was substantially larger than for p̂ES, the

latter being generally of similar magnitude as for p̂TS.ES found for VS2 with u 5 1. For u 5 8 and k 5 5 the
variation among results from replicated runs is pre-with independent validation (VS1, VS2).

When varying the number of environments in ES (u) sented in Figure 4. In ES, the analysis of PH yielded
10–17 QTL. The range in p̂TS.ES from CV/E and CV/GEand TS (e) with k 5 5 for PH, on average 7–14 QTL

were detected in ES and p̃ES varied between 56.4 and was considerably larger than for p̂ES. The variation in
p̂TS.ES values for independent validation (VS1 and VS2)67.1% (Figure 4). Both the number of QTL detected

and p̃ES increased with an increase in u. The median was comparable to p̂ES.
Results of a more detailed analysis (1376 replicatedp̃TS.ES was considerably reduced for CV/G and CV/GE

as compared to p̃ES, the difference being smaller for runs) of one QTL for GY and two QTL for PH on
chromosome 7 are presented in Figure 5. In the 1376greater values of u. In comparison with p̃ES, the median

Figure 4.—(Left) Median
proportion (percentage) of
genotypic variance ex-
plained by detected QTL
(p̃) determined from esti-
mation (ES), cross valida-
tion (CV/E, CV/G, and
CV/GE), and validation
with independent samples
(VS1 and VS2) as well as the
average number of QTL de-
tected in estimation (see
box, ascending order of u)
for k 5 5 and a varying num-
ber of environments in esti-
mation (u) and testing (e)

as well as the entire data set (DS) of Experiment 1 for plant height evaluated in nine (CV, e 5 9 2 u), four (VS1, e 5 4), and
five (VS2, e 5 5) environments, respectively. (Right) Box-and-whisker plots of the genotypic variance explained by detected QTL
(p̂) for k 5 5 and u 5 8 for plant height (see Figure 3 for details). (d) ES, (h) CV/E, (e) CV/G, (n) CV/GE, (m)
V/VS1, (.) V/VS2.
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Figure 5.—(Bottom) QTL
frequency distributions for
grain yield and plant height
at 1-cM intervals on chro-
mosome 7 derived from
1376 replicated runs of
cross validation with k 5 5.
The solid line indicates the
LOD curve determined
from the entire data set of
Experiment 1 with compos-
ite interval mapping. (Top)
If QTL frequencies ex-
ceeded 2.0 at the respective
position on the chromo-
some, corresponding allele
substitution effects were de-
termined for the putative
QTL. Median allele substi-
tution effects (ã) from esti-
mation (ES) and cross vali-
dation (CV/GE) are
presented. Solid (ES) and
dotted (CV/GE) lines are
fitted according to the con-
cept of running medians by
Tukey (1977).

ES for k 5 5, significant QTL for GY were detected at a limited sample size, model selection leads to an overes-
timation of QTL effects and p due to sampling effectsalmost every position along the chromosome (Figure 5,

bottom left). At position 75 cM the maximum of the and consequently to a biased assessment of the prospects
of MAS. In this experimental study, we tried to quantifydistribution of relative QTL frequencies was reached

(7.5%) but the distribution did not show a well-defined the prediction error of our QTL models and to obtain
unbiased estimates of the proportion of genetic variancepeak. The median allele substitution effects estimated

from ES (ãES) and TS (ãTS) are presented if the QTL explained by the detected QTL using resampling meth-
ods. CV was preferred over bootstrapping for two rea-frequency exceeded 2% (Figure 5, top). Otherwise sam-

pling errors of estimates of effects were considered too sons: (1) CV/GE provides asymptotically unbiased esti-
mates of p because the data in TS used for testing thelarge. At position 75 cM ãES was 0.46 Mg ha21 as com-

pared to 0.30 Mg ha21 for ãTS. For PH the distribution prediction are stochastically independent from the data
in ES from which the prediction rule is inferred (Davi-of QTL frequencies along chromosome 7 was bimodal,

showing distinct peaks at position 0 cM (13.9%) and 61 son and Hinkley 1997); (2) CV allows us to evaluate
the effects of both genotypic and environmental sam-cM (11.4%; Figure 5, bottom right). Genetic effects at

the two QTL were of opposite sign (Figure 5, top right). pling on estimates of p individually and simultaneously.
Cross validation: In the five CV and validationIn the region 0–10 cM the absolute value of ãES was

larger than ãTS from CV/GE, amounting to ãES 5 22.7 schemes, p̃TS.ES was considerably reduced as compared
to p̃ES, indicating a large upward bias in predictors ofcm and ãTS 5 22.1 cm at position 1 cM. Accordingly,

at 61 cM the median ãES (4.0 cm) was greater than ãTS p inferred from estimation sets. The relative bias of
estimation (1 2 p̃TS.ES/p̃ES) was greatest for GY. The com-(3.4 cm).
plex genetic architecture of the trait resulted in only
few (two to three) QTL detected in ES with highly over-

DISCUSSION
estimated genetic effects owing to sampling and the
relatively low heritability of the trait. Therefore, only aResampling methods: All statistical methods used for

QTL analysis share the problem of model selection be- small proportion of p̃ES could be validated in the various
TS (Figure 2). The median p̃TS.ES was 0.0 in two CVcause the true number and position of QTL and, hence,

the correct statistical model estimating their genetic schemes (k 5 9 and k 5 16) indicating that in half of
the CV runs no selection gain would have been achievedeffects, are unknown. With CIM, the general procedure

is to identify among a large number of regressor vari- by choosing the respective markers for selection.
Charcosset and Gallais (1996) postulated that theables xi (coded marker genotypes or functions of them)

those that account for the largest proportion in the adjusted R 2
adj instead of the ordinary R 2 from regression

yields unbiased estimates of the proportion of pheno-variance of the response variable Y (phenotypic values),
and use them for estimation of QTL effects and p. With typic variance explained by markers. However, as shown
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by CV in this study, this does not hold true because the when the power for QTL detection was improved and
the estimation bias was reduced due to increased sampleproblem of model selection is not taken into account.

Knapp (1998) proposed circumventing the pitfalls of sizes used in ES. Best prediction generally was obtained
from estimation in DS, except for PH. The median p̃TS.ESbiased QTL estimates by including only bona fide QTL

in a selection index, i.e., only those QTL that are still was smaller in validation samples than in CV/GE for all
CV schemes and all traits except KW. Several con-significant when stringent significance thresholds are

applied for identifying putative QTL. When increasing founded factors have probably contributed to this find-
ing. For determining p̃TS.ES for VS1 and VS2, the samethe LOD threshold to 5.0 for estimation with k 5 5,

only one QTL was detected for GY, when averaged over genotypic sample was used as TS in all replicated runs,
while in CV/GE genotypic sampling was varied for TS.the 200 replicated CV runs, and about four QTL for

GM, KW, and PH, respectively (data not shown). Natu- This is shown by the smaller range of p̂TS.ES for VS1 and
VS2 than for CV/GE (k 5 5; Figure 3). Hence, for anrally, the more stringent type I error was accompanied

by reduced power for QTL detection and, therefore, assessment of the average gain from MAS, results from
CV/GE are to be preferred over independent validationfewer QTL explaining a smaller proportion of the geno-

typic variance were detected as compared to the results because the latter can be influenced considerably by
the specific genotypic sample used for TS. A furtherwith LOD 5 2.5. However, the relative bias (1 2 p̃TS.ES/

p̃ES) was almost identical for both threshold levels for reason for the differences in p̃TS.ES between VS and
CV/GE could be the fact that results from environmentsGM, KW, and PH, demonstrating a certain robustness

of CV results. Unless only few QTL were detected for a of Exp. 1 were only partially valid for the environments
of Exp. 2 (VS1) and Exp. 3 (VS2). It was surprising,certain quantitative trait, we did not observe that the

magnitude of the bias due to model selection in estima- however, that p̃TS.ES in VS2 was higher than in VS1 for
GY and KW. The opposite was expected, because linkagetion of QTL effects was strongly influenced by the LOD

threshold applied. disequilibrium between markers and QTL is reduced
in advanced selfing generations. The slightly differentChoice of k in CV: When using CV, the value k for

subdivision of the original DS is crucial for determining genotypic sample and the higher heritability of Exp. 3
in comparison to Exp. 2 might have contributed to thisthe bias of p̃ES. Breiman and Spector (1992) showed

for multiple regression (N 5 160) that both 5-fold (k 5 discrepancy.
CV with data from the literature: To examine whether5) and 10-fold (k 5 10) cross validation are well suited

for model selection and estimation. Twofold (k 5 2) our conclusions concerning the magnitude of bias in
p̃ES revealed by CV could be extended beyond the scopecross validation tended to select models with too few

variables, resulting in a lower accuracy of prediction. of this study, data from three published QTL experi-
ments on agronomic traits in barley (Hayes et al. 1993;Similar results could be observed in our study. For all

traits except GY, increasing values of k, i.e., larger sample http://wheat.pw.usda.gov/ggpages/SxM) and insect re-
sistance in maize (Schön et al. 1993; Bohn et al. 1996)sizes in ES, resulted in an improved power of QTL

detection in ES and a decrease in the relative bias (1 2 were reanalyzed with CIM and fivefold CV (Table 2).
All three CV schemes (CV/E, CV/G, and CV/GE)p̃TS.ES/p̃ES) in CV. For GY, however, the relative bias did

not decrease with increasing values of k. One reason yielded very similar results as in our study on maize TC
progenies. In all three studies, CV/G caused a greatercould be that for a trait with low heritability and complex

genetic architecture like GY, even a sample size of N 5 decline from p̃ES to p̃TS.ES than CV/E, and CV/GE showed
the largest reduction in p̃TS.ES except for plant height in323 in ES does not provide sufficient power for detec-

tion of “true” QTL. To allow in CV for both estimation barley. For GY of barley, the decrease from p̃ES to p̃TS.ES

was considerable for CV/G and CV/GE despite the largewith a minimum of bias and testing with a minimum of
sampling error, the factor k for subdivision of DS must number of environments used in estimation (u 5 15).

Environmental sampling had a fairly large effect onbe chosen prudently depending on the size of the origi-
nal DS. This is particularly important with a large num- estimates of p for tunnel length in the study of Schön

et al. (1993) even though G 3 E interactions were notber of predictor variables in the model, e.g., for complex
traits with a large number of detected QTL or when significant. The reason was that one of the two environ-

ments had consistently smaller effects at most QTL thanestimating and testing the effects of epistasis.
Choice of u in CV: For the highly heritable trait PH, the other. This confirms the finding that data from two

environments are probably not sufficient for obtainingu 5 3 seemed sufficient to obtain an almost perfect
agreement between p̃ES and p̃TS.ES for CV/E. However, accurate estimates of p even for traits with high heritabil-

ity. The largest bias was found for insect resistance infor CV/G and CV/GE the closest agreement was ob-
tained with u 5 8. Therefore, we recommend for CV both studies. This can be attributed at least partly to

the fact that in both studies dominance effects wereto include a maximum of environments in ES, leaving
only one disconnected environment in TS. included in the model for estimation of QTL effects.

In the TC progenies presented in this study and in theIndependent validation: As expected, p̃TS.ES in inde-
pendent validation samples VS1 and VS2 increased barley doubled haploid population, an additive model



1847Bias and Error in QTL Estimation

TABLE 2

Comparison of results from three QTL studies (Hayes et al. 1993; Schön et al. 1993; Bohn et al. 1996) analyzed with
composite interval mapping and cross validation (CV, k 5 5)

Hayes et al. 1993b Schön et al. 1993c

Parameter Bohn et al. 1996d:
estimateda Sampling Yield Plant height Tunnel length Plant height Damage rating

Data set Heritability 0.77 0.96 0.63 0.87 0.64
No. of QTL 6 11 10 8 10
p̂DS(%) 65.3 90.3 52.3 60.5 84.0

Estimation set No. of QTL 5.1 9.5 5.8 7.5 6.5
1, 14 7, 14 1, 13 4, 11 1, 12

p̃ES(%) 62.0 89.2 48.3 60.7 88.1
54.7, 66.6e 87.0, 90.3 35.4, 61.5 56.2, 64.3 66.9, 102.4

Test sets p̃TS.ES(%) CV/E 59.3 98.3 26.5 53.7 41.1
8.6, 112.9 73.2, 107.6 21.6, 32.5 50.4, 57.5 27.0, 59.2

CV/G 33.3 84.8 15.5 42.7 31.6
22.7, 47.3 79.4, 86.6 6.4, 26.5 36.5, 53.1 10.6, 54.2

CV/GE 26.2 89.3 11.6 41.0 21.3
212.1, 81.9 68.3, 107.9 3.0, 26.1 29.4, 48.3 3.2, 52.3

DS, data set; ES, estimation set; TS, test set.
a Number of QTL in ES calculated as the mean; p̃ES and p̃TS.ES denote the median across all CV runs.
b Barley population consisting of 150 doubled haploid lines tested in 16 environments. Cross validation using u 5 15 and e 5

1 with 240 replicated runs.
c Maize population consisting of 300 F2:3 lines tested in two environments. Cross validation using u 5 1 and e 5 1 with 200

replicated runs.
d Maize population consisting of 171 F2:3 lines tested in three environments. Cross validation using u 5 2 and e 5 1 with 200

replicated runs.
e Quartiles of 25 and 75%.

was assumed. When dominance and/or epistatic effects ative for the infinitesimal model upon which historical
quantitative genetics was based, where quantitative traitsare included in the model, the bias in p̃ES is likely to be

increased due to the greater number of parameters to are assumed to be controlled by a large number of genes
with fairly small effects.be estimated and their larger sampling error in compari-

son to additive effects. Presumably due to the negligible estimation bias with
the large population size used and in accordance withNumber of QTL and size of effects: The current

knowledge about the efficiency of MAS has mainly been the large number of QTL detected, Openshaw and
Frascaroli (1997) did not find QTL with large effects.inferred from computer simulations (for review see

Moreau et al. 1998). These investigations generally as- Hence, it seems legitimate to question the validity of
results from QTL mapping studies with small popula-sumed that the quantitative trait under study is con-

trolled by relatively few (#10) genes of large effects that tion sizes. They run a high risk of overestimating genetic
effects of QTL and p and, therefore, draw overly optimis-lead to a Gaussian normal distribution. These assump-

tions were supported by the results of numerous experi- tic conclusions about the prospects of MAS. Conse-
quently, if the expression of a quantitative trait is undermental studies, where QTL with large genotypic effects

on quantitative traits were detected with small popula- the control of a large (.30) number of QTL with small
effects it will be quite a challenge for breeders to com-tion sizes and few test environments (for review see

Beavis 1998). However, recently published results from bine them in one genotype by MAS and for molecular
biologists to localize them precisely in the genome andQTL analyses using large populations raise doubts on

the validity of the assumptions of few QTL with large clone them.
Precision of QTL localization: An additional assump-effects segregating for complex traits with agronomic

importance. In a study with 976 maize testcross proge- tion of simulation studies on MAS is that linkage be-
tween markers used for selection and the QTL is tightnies evaluated in 19 environments, Openshaw and

Frascaroli (1997) found 28 and 36 QTL for GY and (Knapp 1998; Moreau et al. 1998). On the contrary,
several researchers showed that precision of QTL local-PH. Despite this large number of QTL, they explained

only 54 and 60% of the genotypic variance, respectively. ization is mostly poor (Visscher et al. 1996). Sillanpää
and Arjas (1998) suggested the use of QTL intensityCross validation in our study corroborated these find-

ings, with p̃TS.ES in CV/GE being ,60% for all traits. distributions for identification and detailed analysis of
genomic regions with putative QTL. To obtain an ideaAccording to Beavis (1998) these results might be indic-
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of the position of a QTL in different ES, we adopted maize. In all three studies genotypic and environmental
the concept of QTL frequency distributions for cross sampling had a significant effect on the bias of estimates
validation (k 5 5). As is obvious from Figure 5, the of p. Evidence for a fairly poor precision of estimation
two QTL frequency distributions for GY and PH on of QTL effects was given by the large range of p̂ES and
chromosome 7 were in good agreement with LOD p̂TS.ES in all studies. The asymptotically unbiased estimate
curves obtained with CIM in DS. For PH, but not for p̃TS.ES from CV/GE was ,50% for all traits except PH in
GY, the QTL frequency distribution yielded clear peaks all studies, indicating that less than half of the genotypic
and, hence, it was possible to identify the most likely variance could be explained by QTL, suggesting that
position for the QTL on chromosome 7. The lack of a quantitative traits are probably controlled by a large
well-defined peak in the QTL frequency distribution of number of genes with fairly small effects.
GY reflects the poor QTL fidelity in (cross) validation. By the construction of QTL frequency distributions
If localization of the QTL is fairly vague in ES, there is we tested the precision of QTL localization. While for
little hope for unbiased estimation of the true genetic plant height the position of a QTL on chromosome 7
effects in TS. could be fairly well determined, the absence of a well-

Recommendations: From our experience with these defined peak in the QTL frequency distribution of GY
experimental data, we recommend using all three CV reflected the poor QTL fidelity in estimation. If localiza-
schemes (CV/E, CV/G, and CV/GE) to evaluate the tion of the QTL is fairly vague in ES, there is little hope
influence of environmental and genotypic sampling on for unbiased estimation of its true genetic effects in TS.
the magnitude of the bias of estimates of p. With CIM On the basis of these results, we recommend improv-
based on multiple regression, CV should be computa- ing interpretation of QTL analyses by (1) using QTL
tionally feasible on standard personal computers. In frequency distributions for determining the position of
addition, for CV only little extra experimental expendi- a QTL and (2) using cross validation, accounting for
tures are required in contrast to independent validation. environmental and genotypic sampling (CV/GE), to
If only limited computing resources are available and obtain unbiased estimates of the proportion of the geno-
only small G 3 E interactions are observed, CV/G seems typic variance explained by QTL and to draw realistic
sufficient to assess the prospects of MAS. Accounting conclusions on the prospects of MAS.
for both factors simultaneously, CV/GE is indispensable
for obtaining asymptotically unbiased estimates of p for
traits with complex genetic architecture and relatively
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