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ABSTRACT
We present a theoretical framework within which to analyze the results of experimental evolution.

Rapidly evolving organisms such as viruses, bacteria, and protozoa can be induced to adapt to laboratory
conditions on very short human time scales. Artificial adaptive radiation is characterized by a list of
common observations; we offer a framework in which many of these repeated questions and patterns can
be characterized analytically. We allow for stochasticity by including rare mutations and bottleneck effects,
demonstrating how these increase variability in the evolutionary trajectory. When the product Np, the
population size times the per locus error rate, is small, the rate of evolution is limited by the chance
occurrence of beneficial mutations; when Np is large and selective pressure is strong, the rate-limiting
step is the waiting time while existing beneficial mutations sweep through the population. We derive the rate
of divergence (substitution rate) and rate of fitness increase for the case when Np is large and illustrate our
approach with an application to an experimental data set. A minimal assumption of independent additive
fitness contributions provides a good fit to the experimental evolution of the bacteriophage φX174.

HISTORY has been termed the “realm of contingen- designed to facilitate natural selection in the “test tube,”
cies” (Kracauer 1969), implying that the course a design in which the fitness criterion is not specified

of history seldom obeys deterministic laws. The contri- in advance. This is in distinction to artificial selection
butions from both chance and necessity in the evolution where the desired outcome is guided by the investigator.
of life are the subject of experimental evolution. The Over the course of 2000 generations there was a signifi-
experimental evolution protocol involves establishing a cant increase in cell size in all 12 replicates. Furthermore
population of microorganisms under laboratory condi- there was a significant increase in fitness quantified as
tions. In experiments involving bacteria, these are the growth rate of an evolved variant placed in the
grown at constant temperature in a sugar-rich broth. ancestral population. A consistent result across lineages
When using viruses, the host species, commonly a bacte- was that the most rapid change in fitness occurred soon
rium, is maintained alongside the phage in culture. A after introduction into the experimental environment,
small set of the founder population is sampled and during the first 2000 generations. Each lineage ap-
reintroduced into an otherwise identical but unpopu- peared to be approaching independent fitness peaks
lated environment. The new population is allowed to asymptotically. Lenski and Travisano (1994) interpret
grow and this population then contributes to the next the common patterns as results of evolution from a
sample. The procedure is repeated for several genera- single founder combined with large population sizes,
tions (serial passaging). These experiments aim to recre- whereas any differences are attributed to chance events
ate conditions promoting adaptive radiation. Below we during the adaptive evolution.
describe some key experiments and results summarizing Papadopoulos et al. (1999) have analyzed the Lenski
general findings amenable to analysis with our models. and Travisano (1994) data set, searching for the ge-

Lenski and Travisano (1994) propagated 12 popula- netic correlates of these results using eight insertion
tions of Escherichia coli B over 10,000 generations. Each sequences (IS) as molecular probes and testing for diver-
population was founded by a single cell derived from an sity with a restriction fragment length polymorphism
asexual clone. Populations were cultured in a glucose- (RFLP) assay. Their results are as follows. For at least
limited solution at a constant temperature of 378. Each 2000 generations of the experiment the IS signature of
day populations were diluted by a ratio of 1:100 into an the ancestor was maintained in replicate lineages. This
identical solution in which a new phase of growth and corresponds to the phase of most rapid fitness increases.
eventual starvation could occur. The experiment was During this time many mutations arose that were not

maintained for the length of the experiment but that
reached significant frequencies—prior to fixation they
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in which only a small number of lineages persist to the tively well. Furthermore, evolution in the light environ-
ment compromised performance in the dark environ-end of the experiment. At least two replicate lineages

experienced significantly different rates of genetic sub- ment and vice versa. Thus there was a cost of adaptation.
Interestingly, variance in fitness increased through timestitution but showed no significant difference in their

increase in fitness. The diverse rates of genomic substitu- in the light-adapted lineages whereas in the dark-adapted
lineages variance remained constant or decreased. Thesetion across replicate populations remained constant

whereas the fitness increments diminished. Finally, fit- results held true in both sympatric and allopatric treat-
ments but were more marked in the latter.ness increments were greatest early whereas genetic di-

versity increased most significantly once fitness became Rainey and Travisano (1998) propagated replicate,
isogenic populations of Pseudomonas fluorescens in a spa-asymptotic.

Rosenweig et al. (1994) initiated populations of E. coli tially heterogeneous environment. The environment
consisted of a 25-ml beaker filled with 6 ml of King’sfrom a single clone and showed that stable polymorph-

isms arose after long periods of glucose-limited continu- medium B. In one lineage the solution was shaken regu-
larly whereas in the other the solution was left standing.ous culture. These polymorphisms were caused by differ-

ential patterns of secretion and uptake of acetate and In the shaken solution—which disrupts spatial struc-
ture—the ancestral morph persisted solitarily. In theglycerol. It was later demonstrated that 6 out of 12 inde-

pendent replicate populations of E. coli evolved “acetate standing solution, after 3 days, three dominant and dis-
tinct morphs had evolved and persisted for the durationscavenger” polymorphisms, showing an increased genetic

diversity with time and predictable, repeatable changes in of the experiment. The emergence of different mor-
phologies arose in a fixed order, starting with the ances-both phenotype and genotype (Treves et al. 1998).

Bull et al. (1997) adapted replicate lineages of the bacte- tral “smooth” morph, followed by the “wrinkly spreader”
morph, and finally by a “fuzzy spreader” morph. Theriophage φX174 to growth at high temperatures in two

different virus hosts (E. coli and Salmonella typhimurium) order of succession was contingent on the presence of
the other morphs, such that the fuzzy spreader couldwithin a chemostat. Starting with an “ancestral” popula-

tion at 388, the phage were propagated over several only invade on a background of wrinkly spreaders. Thus
frequency-dependent selection combined with the exis-generations through a graded increase of 18 daily, reach-

ing a maximum of 43.58. Fitness of isolates sampled tence of spatial “niches” promoted variation.
Wichman et al. (1999) evolved populations of φX174from the chemostat was estimated as the log2 increase

in phage concentration per hour, that is, the number (natural host, E. coli) to growth at high temperatures in
a novel host, S. typhimurium. Chemostats were sampledof phage doublings per hour. Sequencing for each of

the replicates was conducted every 10 days. An addi- every 24 hr and complete genomes sequenced. Fitness
was measured as doublings of phage concentrations pertional four lines were grown from two isolates sampled

from the primary lineages in each of the two hosts. It hour at 438. In one replicate (ID) there was a 4000-fold
increase in the number of descendants per hour, whilewas observed that the average fitness increase was great-

est for the early substitutions in the new environment. in replicate TX, there was an 18,000-fold increase. High
degrees of both parallel evolution and adaptive substitu-The substitution rate remained approximately constant

across time. Many of the same substitutions were ob- tion were observed, but the order of substitutions dif-
fered between the replicates. The ID lineage lost its abilityserved in independent lineages within the same host.

When reintroduced into the ancestral host, some lin- to replicate in E. coli whereas TX retained this ability.
From this set of experiments and others on RNA viruseseages were able to reverse the changes, thereby readapt-

ing to the original host. Thus extensive convergent and (Novella et al. 1999; Miralles et al. 2000) and RNA
structure modeling (Huynen 1996; Huynen et al. 1996),parallel evolution was observed. This pattern of substitu-

tion made it impossible to correctly infer the phylogeny one can extract general patterns of evolution: (1) Early
genetic substitutions in a new environment confer theof lineages.

Bell and Reboud (1997) performed experimental evo- largest fitness increments to a genome, (2) phenotype
evolution tends to mirror the evolution of fitness incre-lution on Chlamydomonas populations. Replicate popu-

lations founded by a single spore were propagated by ments, with large changes early, (3) rates of substitution
remain approximately constant across generations, (4)serial transfer in either light conditions or dark condi-

tions supplemented by sodium acetate. Thus in one there is extensive parallel evolution across lineages
evolving on the same host—both in phenotype and inenvironment growth was entirely photoautotrophic and

in the other entirely heterotrophic. A “sympatric” treat- genotype, (5) genetic diversity remains low during the
phase of maximum fitness increase and increases oncement was also investigated in which light and dark cul-

tures were mixed after each cycle of growth. Fitness fitness becomes asymptotic, (6) evolution toward greater
fitness in one host often but not always reduces fitnesswas assayed by isolating spores from each culture and

growing them up in either light or dark conditions. It in an alternative host, and (7) stochastic (bottleneck
effects) or spatial heterogeneity leads to an increase inwas found that the variance in fitness in dark-adapted

lineages was an order of magnitude higher than in light- unique patterns of substitution through time.
In the following sections we present a theoretical frame-adapted lineages—in the light all lineages grew rela-
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work in which many of the questions and patterns de- independently or with some sort of epistasis. In the
sections that follow, we illustrate several possible modelsscribed above can be investigated. We first describe the

general model and the equilibrium solution of the for the distribution of the bi values.
Letting yi denote the frequency of the ith genotype inmodel, noting that a spectrum of genetic neighbors is

maintained by the dominant genotype at any time. We the population, we have a standard quasi-species model
(Eigen 1971; Eigen and Schuster 1977, 1978):complete the model description by including stochastic

effects, both rare mutations and bottlenecks, demon-
strating how these increase variability in the evolution- ẏi 5 o

An21

j50

Q jibjyj 2 Fyi. (2)
ary trajectory.

Using this model, we find that the behavior of evolu- Here F is the sum over all k of bkyk and is simply a
tionary systems depends critically on the value of the normalization term, ensuring that the sum of all the
product Np, the population size times the per locus frequencies in the population is equal to one. We note
error rate. When Np is small, the rate of evolution is that if the unit of time is generations, bi corresponds
limited by the chance occurrence of beneficial muta- to the number of offspring per individual of genotype
tions. In contrast, when Np is large and selection pres- i per generation, and ẏi is the change in the frequency
sures are strong, evolution may proceed rapidly through of yi per generation.
the best possible point mutations, and the rate-limiting To integrate Equation 2 deterministically, we set yi 5
step is the time necessary for each beneficial mutation 0 whenever the frequency of genotype i falls below one
to sweep through the population. These parameter re- individual in the population, or 1/N. Likewise, if the
gimes are akin to the two distinct “dynamics of diver- frequency yi is equal to zero at any time, ẏi must exceed
gence” investigated by Johnson et al. (1995). In the 1/N before the new genotype will be added to the popu-
final sections of the article we derive the rate of diver- lation. This provides an approximation of the underly-
gence and rate of fitness increase for the case when Np ing stochasticity, which we treat more formally in a later
is large and selection is strong, illustrating our approach section.
with an application to the experimental evolution of Equilibrium solution: We can also rewrite Equation
the bacteriophage φX174. 2 in matrix form: bQȳ 5 Fȳ, where F and b are diagonal

matrices of F and the bi, respectively, ȳ is a vector of
the yi, and Q is the matrix with Q ij in the ith row and

THE QUASI-SPECIES MODEL jth column. The equilibrium of the system will then be
given by the eigenvector corresponding to the largestWe consider a population of N individuals; the ge-
eigenvalue of bQ.nome of each individual is specified by a sequence of

If the bi are distinct, a unique stable equilibrium willlength n. Each locus or “bit” of this sequence has one
exist, in which the genotype with the highest bi domi-of A discrete values. A is thus the number of alleles per
nates the system (Thompson and McBride 1974; Joneslocus, such that the total number of unique genome
1978). If the population size is sufficiently large and thesequences, or genotypes, is given by An. We use the
mutation rate is low compared to the genome lengthterm “alleles” here loosely, often setting A 5 2 in our
(1 2 q , 1/n), a spectrum of other genotypes that aresimulations for simplicity; more realistic values of A
genetic neighbors of the dominant genotype will bemight be 4 (nucleotides) or 20 (amino acids).
maintained at low frequencies by the mutation-selectionEach locus of the genome is faithfully reproduced in
balance. This equilibrium state may not, of course, bethe next generation with fidelity q, and therefore the
accessible from all starting points, since some of the “steps”probability that an individual of genotype i produces
on the evolutionary trajectory may involve genotypes withan offspring of genotype j is given by
low fitness or initial frequencies that would be much
less than 1/N. This situation can be better modeled byQ ij 5 qn2hij 11 2 q

A 2 12
hij

, (1)
allowing rare mutations to occur probabilistically, as
described in the following section of the article. Finally,where hij is the Hamming distance between sequence i
we note that even when the system is not in equilibrium,and j (the total number of bits that differ between the
any high frequency genotype will continually create atwo sequences). Note that hij 5 hji and therefore Q ij 5
suite of low frequency genetic neighbors. This featureQ ji; forward and back mutation rates are equivalent.
becomes important in later sections.The use of a constant factor for the fidelity, q, assumes

that all mutations are equally “accessible” to the ge-
nome.

ASSIGNING FITNESS
We assign a unique fitness, bi, to the ith genotype.

For example, we may consider the case when sequence Independent fitness contributions: Before we can ana-
lyze the behavior of this system, we must make somei is the “wild-type” genome, and all mutations are delete-

rious: bj , bi, ∀j ≠ i. Or we may allow that a few rare assumption about the fitness of each genotype, bi. One
way to determine the fitness of each genotype is tomutations increase the fitness of the wild type, either
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Figure 1.—The evolution of a simple genome.
(Top) The frequencies of each genotype in the
population, for the simulated evolution of 107

asexual individuals over 10 days. We start with a
uniform population of the wild-type genome
(eight zeros, dashed line) at time t 5 0 and assume
a generation time of 20 min and a mutation rate
of 1025. Mutations in the first five bits of the ge-
nome are deleterious, while a mutation in bit 6,
7, or 8 gives an increase in fitness, as described
in the text. (Middle) The frequency of each muta-
tion in the population; (bottom) the mean popu-
lation fitness. In this example mutations accrue
successively, starting with the most beneficial sin-
gle mutation.

assume that the fitness contribution of each locus is slightly increase the fitness contribution. In particular,
we set bk(1) , 1/n when k # 5 and bk(1) . 1/n whenindependent; there is no epistasis in the system. In this

case we write a general function for the fitness contribu- k $ 6. Thus mutations in the first five bits of the genome
are deleterious, while a mutation in bits 6, 7, or 8 givestion of the kth locus, bk(aik), where aik gives the allele at

locus k in genotype i (e.g., for a two-allele system, aik is some (randomly determined) increase in fitness. We
start with a uniform population of the wild-type genomeeither zero or one). The overall fitness of genotype i

can then be written as at time t 5 0 and assume a generation time of 20 min
and population size of 107.

bi 5 o
n

k51

bk(aik). (3) The top of Figure 1 shows the evolution of the re-
sulting system. We see that the population frequency of
the wild type (dashed line) drops as the frequency ofThus we assume that the fitness contributions of the
the genotype with a mutation in the eighth locus in-alleles in the genome are independent and additive.
creases. This genotype is gradually overtaken by theAs an example, consider an eight-bit genome with two
genotype with mutations in the sixth and eighth loci,possible alleles per locus. This gives 28 5 256 possible
which in turn is overtaken by the genotype with thegenotypes. For simplicity we write the wild-type genome
highest fitness (loci 6, 7, and 8 are mutated).as a sequence of eight zeros, 00000000, and assume that

The middle of Figure 1 shows the total frequency inthe fitness contribution of each “zero” allele is one-
the population of mutations at loci 6, 7, and 8. Theseeighth (bk(0) 5 1/n for all k), such that the wild-type
lines show the probability at each time that a randomlygenome has an overall fitness b0 5 1.
chosen member of the population would have a muta-Figure 1 illustrates one possible time course of the
tion at the specified locus. The bottom shows the meanevolution of such a system. Here we have chosen the
fitness of the population, that is, the fitness of eachfitness contribution of each mutant “one” allele from a
genotype multiplied by its frequency and summed forrandom distribution, but have arbitrarily imposed that
all genotypes.mutations at certain loci will reduce the fitness contribu-

tion of that locus, while mutations at other loci will It is interesting to note that the variant with the high-
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est fitness, 00000111, is not the first to sweep the popula- a new genotype—that the change in the frequency, ẏi,
must exceed 1/N before the new genotype is added totion. This is because the probability of creating a three-

mutant neighbor of the wild type is low; in this example the population. Instead, we consider the probability that
a new genotype is generated within one generation time.we have used q 5 0.9999, and therefore Q ij for a Ham-

ming distance of three is z1 in 1012. For the population The product Nẏi gives the expected value of the num-
ber of type i individuals generated in one generation.size of 107, three-mutant neighbors of the wild type do

not exist at the beginning of the simulation. In contrast, These individuals might be generated by a large number
of independent processes, that is, by mutation from anyall the one-mutant neighbors of the wild type exist after

one generation of replication. The fittest one-mutant of the individuals currently replicating in the popula-
tion. Thus we can imagine some underlying distributionneighbor is therefore the first to sweep through the

population; when its frequency is sufficiently high the that gives the probability that zero, one, two, or more
type i individuals are generated; the mean value of thistwo-mutant genotype appears and outcompetes it, fol-

lowed by the three-mutant genotype. random variable is Nẏi.
When Nẏi . 1, genotype i should clearly be added toWe also note a characteristic feature of the population

fitness function; as illustrated in the bottom of Figure the simulation. When Nẏi , 1, we should in principle
generate a random number distributed as the random1, we found that mutations that cause the largest boosts in

fitness are the first to sweep the population. This is true variable described above, and add 0, 1, 2 (etc.) type i
individuals to the simulation accordingly (an exponen-whenever (i) fitness contributions are independent and

additive and (ii) every one-mutant neighbor of the wild tial distribution with mean Nẏi would be an appropriate
model, for example). To approximate this process, wetype is likely to exist. This is a result that was previously

observed by Tsimring et al. (1996), using a mean field instead draw a random number from a uniform distribu-
tion and add a single type i individual if Nẏi exceeds themodel in which the one-dimensional distribution of ge-

notype fitnesses was tracked through time, rather than value of the random number. Thus we use a random
number that is either 0 or 1 to approximate the morethe N-dimensional genotype space. Under these two

assumptions, the “best” single mutation is always avail- complicated distribution described above; we add either
0 or 1 individuals(s) in such frequencies that the sameable as a one-mutant neighbor of the wild type, and the

two-mutant neighbor that has the highest growth rate expected value is achieved. This approximation would not
be appropriate if, for example, our dynamical systemmust also have this best mutation plus the second best.

This implies that mutations will sweep through the pop- were subject to invasion barriers (minimum frequencies
at which new genotypes can invade).ulation in a common order—ranked by their fitness

contribution. We address this point further in a later Figure 2 shows the effect of including a stochastic
description of rare mutations in the model. In this exam-section.

Epistasis: In the simulated examples that follow, we ple, a mutation at either locus 1 or 2 is deleterious, while
mutations in locus 3 or 4, or in both loci 1 and 2 togetheroften assign fitness to genotypes using independent ad-

ditive fitness contributions as described above. Obvi- are advantageous. The top shows the results of a strictly
deterministic simulation: the simultaneous mutation ofously, the interaction of genetic loci must be more com-

plicated than this simplified model, and complete loci 1 and 2 is improbable and therefore does not occur.
For the simulation shown in the middle, rare mutationsindependence is unlikely; we consider some possible

forms of epistatis in the discussion. We emphasize that occur probabilistically, and eventually the evolving ge-
nome finds the “peak” in the fitness landscape.the analytical work presented in this article (deriving the

rates of substitution and fitness increase) does not neces- Stochastic sampling: In experimental models of evolu-
tion, it is often necessary for chemostat tubes, media, etc.sarily assume the absence of epistasis in the genome.
to be changed at regular intervals. In this case, a sample
of the evolving population may be transferred to reinoc-

STOCHASTIC EFFECTS
ulate a new system. This sampling may introduce sto-
chastic effects in the evolving system, because genotypesThe model described above is completely determinis-

tic. For a given fitness landscape, defined by the bi, and that are rare in the population may be lost during the
transfer. Similarly, oversampling of rare genotypes maya given starting genome, precisely the same evolutionary

trajectory would be followed in every trial. To model considerably boost their frequencies after the transfer.
To model such effects, we halt the integration ofexperimental evolution with greater fidelity, we add two

stochastic features to the system: we allow rare mutations Equation 2 at regular sampling intervals, producing a
simulated population of N individuals with the appro-to be generated with some small probability, and we use

stochastic sampling to model potential “bottlenecks” in priate genotypic frequencies. We then choose individu-
als randomly from this population to produce a newthe evolutionary process. For example, one such bottle-

neck may occur during reinoculation of a chemostat, starting population (the inoculant) of size fN, for f P
[0, 1]. The frequencies yi in the inoculant can varywhen tubes are changed.

Rare mutations: To allow for the possibility of rare markedly from the presample population frequencies,
especially when f or yi is small.mutations, we relax the condition for the emergence of
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Figure 2.—The effect of allowing rare
mutations. (Top and middle) The frequen-
cies of each genotype in the population, for
the simulated evolution of 107 individuals
over 10 days. Again the generation time is
20 min, the mutation rate is 1025, and the
simulation is seeded with a uniform popula-
tion of the wild-type genome (six zeros,
dashed lines). In this example a mutation
at either locus 1 or 2 is deleterious, while
mutations in loci 3 or 4, or in both loci 1
and 2 together are advantageous. (Top) The
results of a deterministic simulation: the
simultaneous mutation of loci 1 and 2 is
improbable and therefore does not occur.
(Middle) Rare mutations occur probabilis-
tically as described in the text. Here the
simultaneous mutation of loci 1 and 2 even-
tually occurs. (Bottom) The mean popula-
tion fitness for the deterministic simulation
(dotted line) and the stochastic simulation
(solid line).

Figure 3 shows three trials of simulated evolution for is produced in the next generation is Np(1 2 p)n21 ≈
a six-locus genome. The starting conditions (100% wild Np, where n is the length of the genome. We hypothesize
type, 000000) and the fitness landscape (mutations in that the divergence behavior of the system depends
bits three to six confer a fitness advantage) were identi- critically on whether Np is greater or less than one.
cal for each simulation. The population of 107 individu- As an example, consider the experimental evolution
als was resampled once per day, producing a new start- of E. coli (Lenski et al. 1991; Lenski and Travisano
ing population of size 103. Although the genome with 1994) as compared to the experimental evolution of
the highest fitness eventually emerges in each of these the DNA bacteriophage φX174 (Bull et al. 1997; Wich-
trials, the evolutionary trajectory from the wild type to man et al. 1999). For the set of experiments involving
the fittest variant is remarkably different. To construct E. coli, the effective population size is z3.3 3 107, and
this example we have used an extremely short genome the error rate per base pair is z6 3 10210. This gives
and a severe sampling ratio, 1 in 104. The illustrated Np 5 0.02; each position along the genome has a 2%
effect, however, will be relevant at much gentler sam- chance of being replicated erroneously in each genera-
pling ratios, especially if the genome is long and the tion. Since there are three possible errors at each locus,
fitness function complex. each specific one-mutant neighbor of the dominant ge-

notype has ,1% chance of being created in each gener-
ation. Two-mutant neighbors would be rare (Np 2(1 2

DIVERGENCE AND FITNESS p)n22/9 ≈ Np 2/9 ≈ 10212).
Examining the substitution rate for systems such asAt what rate does evolution occur in these experimen-

this, where Np , 1, Gerrish and Lenski (1998) havetal systems? To answer this question, we consider the
demonstrated that the competition between a number ofrate of divergence, that is, the rate at which the Hamming
sequentially arising beneficial mutations may interferedistance between the original genome and the consen-
with the progression of a given mutation to fixation. Thissus genome in the population increases. Given the distri-
“clonal interference” increases the time between fixationbution of fitness coefficients, we can also transform this
events and slows adaptation (Miralles et al. 1999).rate of divergence, or substitution rate, into an expected

For the bacteriophage experiments, however, therate of fitness increase.
population size is similar (107), but the mutation rateFor a population size N and an error rate (per locus
is much higher (of the order of 1026 or 1027). Thusper replication) given by p 5 1 2 q, the probability

that a one-mutant neighbor of the dominant genome Np $ 1; there are perhaps one to three copies of every
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Figure 3.—The effect of stochastic
sampling. The genotype frequencies for
three separate trials of simulated evolu-
tion for a six-locus genome are plotted.
All simulations were seeded with a uni-
form population of the wild-type ge-
nome (six zeros). Mutations in bits three
to six confer the same fitness advantage
in each simulation. Variation in the evo-
lutionary trajectory was introduced by
resampling the population of 107 indi-
viduals once per day, producing a new
starting population of size 103. Note that
the genome with the highest fitness
emerges in each of these trials, but the
evolutionary trajectory from the wild
type to the fittest variant differs mark-
edly. We used a mutation rate of 1024

and a 20-min generation time.

possible one-mutant neighbor of the dominant genome we have ẏj 5 (1 2 q)biyi 1 bjyj 2 biyi; a fuller derivation
appears in the following section.]produced in every generation. (Once again, the probabil-

ity that a specific two-mutant neighbor is produced is When a handful of copies of genotype j first appear,
the probability of producing a new mutant during thelow, about 1026 or 1028 per generation. Since there are

.100 million different two-mutant neighbors, however, replication of these individuals is extremely low, equiva-
lent to the probability of producing new two-mutantwe find that 10–100 new two-mutant neighbors might

be produced on average per generation.) In this situa- neighbors of type i. As the number of j individuals in-
creases, however, the probability of producing a one-tion, all of the one-mutant neighbors are produced al-

most simultaneously and are immediately in competi- mutant neighbor of genotype j also increases exponen-
tially. At some point before genotype j reaches fixationtion with one another. This differs from the situation

considered by Gerrish and Lenski (1998), in which the (in fact, when the frequency of j individuals exceeds
1/Np), it is moreorless certain that all of the one-mutantvarious one-mutant neighbors of the prevailing genome

are thrown up probabilistically over time and compete neighbors of j have been and are continually being
produced. If any of these are fitter than j, they willwith one another successively.

When Np . 1, many copies of each mutant are pro- compete with both j and the remaining population of
i and will grow toward fixation.duced in each generation, and there is no real risk of

a particular beneficial mutation being eliminated by At this point, we note another critical difference be-
tween the Np , 1 and Np . 1 cases. When Np . 1, thestochastic drift. Therefore, if any of the one-mutant

neighbors of the original genome have a higher fitness new mutants that occur while j is growing toward fixa-
tion share the mutation that makes j different from the originalthan the original, they will immediately grow toward

fixation. The stronger the selective pressure, the more sequence. That is, they are more likely (by perhaps three
orders of magnitude) to be one-mutant neighbors of j,likely it is that at least one of the many genetic neighbors

of the wild type will carry some small fitness advantage. as opposed to two-mutant neighbors of i, which are
unrelated to j. Although it is quite possible that genotypeThe rate at which this mutation will then sweep through

the population depends on the fitness difference be- j never reaches fixation because of competition from
some fitter variant k, k will carry the mutation that char-tween the fittest one-mutant neighbor (genotype j) and

the founding genotype (genotype i), irrespective of the acterizes j to fixation.
Finally, we note that experimentally determined sub-fitness coefficients of the other, less fit, competing mu-

tants. [We see this from Equation 2 where to first order stitution frequencies, deduced from a consensus geno-
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type, follow the fixation time course of individual muta- means that a favorable mutation will sweep through the
tions and not individual genotypes (for example, population at an exponential growth rate given by its
Wichman et al. 1999). In the sections that follow, we derive fitness advantage. Finally, when yj approaches fixation,
an approximation for the substitution time course of bene- we find that dyj/dt ≈ sjyj(1 2 yj)/(1 1 sjyj); growth is
ficial mutations for systems in which Np . 1. eventually curbed.

The increase of a favorable mutation when rare: We The rate at which new genotypes are accessible: As
are interested in the rate at which favorable mutations the frequency yj increases, the chance that it will produce
are able to sweep through the population, as illustrated an erroneous copy of itself increases. As discussed pre-
in Figure 1. To approximate this rate, we consider the viously, once yj has exceeded 1/Np, all of the one-mutant
simple case of an asexual population that is dominated neighbors of j are continually being produced by muta-
by a single genotype, i, and the emergence of a favorable tion from j. Most of these neighbors will be originally
mutation at a single locus. This mutation changes geno- produced at some time before yj hits this threshold, of
type i to genotype j and increases the relative fitness of course, as the probability Nyjp approaches 1.
the genome by an amount sj. We assume that genotypes In experimental evolution protocols, the fitness bene-
i and j are the only genotypes with significantly large fit of a point mutation is often remarkably high (for
frequencies in the population; they are the major play- example, s 5 3.2–13.9; Bull et al. 2000; mean s 5 0.31;
ers in the population dynamics at this time. Gerrish and Lenski 1998). These mutations sweep

Following Maynard Smith (1998), we first derive the through the population extremely rapidly. Even for a
finite difference equation that expresses the change in “moderate” fitness increase of 0.31 (a selection coeffi-
yj in one generation. In generation n, the frequency of cient that would still be considered huge in natural
individuals of genotype j is some small value yj[n]; the evolution), the probability that a one-mutant neighbor
frequency of individuals with genotype i is thus 1 2 of j is produced rises from 0.001 to 1 in z20 generations.
yj[n]. For large values of q and a Hamming distance of During these 20 generations, clonal interference will
one, we have Q ij 5 Q ji ≈ (1 2 q) and Q ii 5 Q jj ≈ 1. Each dominate; the currently best mutation will continually
type will then replicate as described by Equation 2, be challenged by novel mutant strains. However, this

interlude is relatively brief, and it is effectively determin-
yi[n 1 1] ~ Q jiyj[n]bj 1 Q iiyi[n]bi istic: all mutations will be tried and the best is almost

certain to win. (During the interlude of clonal interfer-≈ bi {(1 2 q)yj[n](1 1 sj) 1 (1 2 yj[n])}
ence, a number of mutations will occur probabilistically

yj[n 1 1] ~ Q ijyi[n]bi 1 Q jjyj[n]bj while yj ! 1/Np. If one of these randomly occurring mu-
tants is much fitter than yj, it is possible that a point muta-≈ bi {(1 2 q)(1 2 yj[n]) 1 yj[n](1 1 sj)} (4)
tion might fix before yj crosses the 1/Np threshold, i.e.,

under the condition yi[n 1 1] 1 yj[n 1 1] 5 1. before all the one-mutant neighbors of j have been ex-
Since the constants of proportionality are the same, plored. We assume that this is an unlikely occurrence.)

we can solve for yj[n 1 1]. We can then derive the Thus, when Np . 1 and selection is strong, the rate-
change in the frequency of the favorable allele as dyj 5 limiting process in the evolution of the system is the
yj[n 1 1] 2 yj[n]. Letting p denote the error rate, 1 2 rate at which entire new classes of genotypes are accessi-
q, we find ble, when the currently best genotype crosses the 1/Np

frequency threshold. Recall that sj is the normalized
dyj 5

sjyj[n](1 2 yj[n]) 1 p(1 2 2yj[n] 2 sjy 2
j [n])

(1 1 sjyj[n])(1 1 p)
. difference in fitness, b, between the new genotype j and

the prevailing genotype, i; sj 5 (bj 2 bi)/bj. If we assume
(5) that a new mutant j grows linearly from frequency 1/N

to p/sj and then exponentially from p/sj to 1/Np (as
Finally, if the change in yj is small in each generation, we described previously), the waiting time before a new set
can replace this expression with a differential equation, of one-mutant neighbors is explored is
yielding, for p ! 1,

tj 5
1
sj

2
1

Np
1

ln sj 2 ln Np2

sj

dyj

dt
≈

sjyj(1 2 yj) 1 p(1 2 2yj 2 sjy 2
j )

1 1 sjyj

. (6)

≈
1 1 ln sj 2 ln Np2

sj

. (7)When yj is small (sjyj ! p), the second term in the
numerator dominates, and we have dyj/dt ≈ p. Thus
initially the frequency of a favorable mutation grows Thus tj is the time, neglecting the brief period of clonal

interference, before all the one-mutant neighbors of jlinearly at rate p; this growth is strictly by mutation from
the prevailing genotype. At intermediate times, when have been produced, and the best of these begins to

grow in the population.p ! sjyj and yj ! 1, we find that dyj/dt ≈ sjyj. At these
times yj grows exponentially, with rate constant sj. This In reality, there may not be a one-mutant neighbor
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of j that has a higher fitness than j. In this situation, kDb

Dt
l 5 #

∞

0

p(s)
Db

Dt
dsNp2 becomes relevant: if Np2 . 1 evolution continues at

a rate limited by the accessibility of two-mutant neigh-
bors; if Np2 , 1 the system progresses at a rate limited ≈ a#

∞

s50

s2e2as b

1 1 ln s 2 ln Np2
ds, (10)

by clonal interference. Along a given evolutionary trajec-
tory, there may be a mix of both types of steps. Whenever

where k·l denotes the expected value. This integral canone of the one-mutant neighbors of the dominant geno-
be approximated bytype has any selective advantage, evolution will proceed

stepwise through single point mutations; this is very
likely the case when the selective pressure is strong. The kDb

Dt
l ≈ 2b

a2(2 2 ln Np2)
. (11)

time between the initial occurrence of the new mutation
at each step will then be given by Equation 7, while

The approximation holds as long as ln(Np2) , 2, whichEquation 6 approximates the time to fixation.
could break down for large populations.The long-term rate of divergence from the original

If many substitutions occur in rapid succession, suchgenotype, however, depends on the distribution of the
that the change in b appears continuous, Equation 11relative fitness increments, si. To estimate these values,
predicts that the change in fitness with time will be anwe can imagine that 3n fitness values (corresponding
exponential function of the original fitness. The magni-to point mutations in n positions along the genome and
tude of this exponent will change for each substitution,three possible mutations at each position) have been
but on average will be equal to 2/a2(2 2 ln Np2). Thuschosen at random from some parent distribution. Sup-
we have derived two independent estimates of the pa-pose sj 5 bj/bi 2 1 is the relative fitness increment of
rameter a. To get the first estimate, we approximatethe most fit of these samples. Gillespie (1991) shows
the total change in the population fitness as a series ofthat this value is exponentially distributed in the limit
h equal steps, where h is the total number of substitu-as n approaches infinity, regardless of the initial distribution
tions, and each step has mean size ksl. Thus the popula-of fitness values to all possible genotypes. This is because both
tion changes from an initial fitness, b0, to the final fit-bi and bj are extreme values of the parent distribution.
ness, bh:[Gerrish and Lenski (1998) use this model to describe

the fitness coefficients of mutations that reach fixation bh 5 b0(1 1 ksl)h

during clonal interference. It is clear that the si are even
ln(bh/b0)/h 5 ln(1 1 ksl)more extreme when Np . 1.]

Therefore, if the largest fitness increment conferred ≈ ksl 5 1/a, for ksl small. (12)
by each new set of mutational neighbors is distributed

Alternatively, we can estimate the total number of natu-as p(s) 5 ae2as, then the mean fitness increment will
ral generations, T, and use the continuous approxima-be 1/a and the median fitness increment will be ln 2/a.
tion of Equation 11 to findSubstituting into Equation 7, we find that the median

rate of divergence from the original genotype, in units
of Hamming distance per generation, is given by bh ≈ b0 exp1 2

a2(2 2 ln Np2)
T2

H ≈ ln 2
a(1 1 ln22 2 ln aNp2)

. (8)
a ≈ ! 2T

ln(bh/b0)(2 2 ln Np2)
. (13)

The rate of fitness increase: As new, fitter genomes
We demonstrate an application of these formulas in asuccessively sweep through the population, the fitness of
later section of the article.the most fit genotype in the population, bj, will increase

Divergence and fitness depend on epistasis: The sec-stepwise. The rate of this increase is given by the fitness
tions above derive the mean rates of divergence andincrement divided by the waiting time
fitness increase, assuming that the fitness of each new
set of one-mutant neighbors is drawn randomly from aDb

Dt
5

bj 2 bi

tj

≈
s 2

j bi

1 1 ln sj 2 ln Np2
(9) set of coefficients with roughly the same distribution.

The shape of these curves will be affected, however, by
the epistasis between mutations.and, again, the population fitness will lag behind the

most fit genotype by a delay given by the fixation time. Under strong epistasis, the distribution of fitness val-
ues among the neighbors of genotype j will have noIt is clear that Db/Dt depends at each step on sj, the

fitness increment at that step, as well as on the current relation to the distribution around genotype i. In this
case the time to fixation will have no correlation withfitness, bi. To find the average rate at which fitness in-

creases in each step of the process, we must evaluate the the order in which each mutation appears. In this case,
divergence increases roughly linearly at the rate givenintegral
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Figure 4.—Measured and predicted diver-
gence in φX174. The total increase in popula-
tion fitness, the population size, and the mu-
tation rate were used, as described in the text,
to estimate a single parameter, a, describing
the distribution of relative fitness increments
during the evolution of the bacteriophage
φX174 (Wichman et al. 1999). Using this pa-
rameter (a 5 4), both the divergence (rate
of increase in the Hamming distance be-
tween the progenitor and the consensus ge-
notype) and the population mean fitness are
predicted as functions of time (solid lines).

For these estimates we used experimentally determined parameters N 5 107, p 5 1026, h 5 15 substitutions and a generation
time of 20 min. We assumed that the fitness advantages of the 15 substitutions were evenly spread within the probability distribution
p(s) 5 ae2as and made the simplest possible assumption that the benefits of individual mutations are independent (see text for
details). These predictions compare well with the results of the ID replicate (open circles), where the population size was roughly
constant; small population sizes for the first few days of the TX replicate (crosses) may have delayed the course of evolution.
Divergence was determined from the experimental data as the appearance of a new mutation that persisted to the end of the
10-day selection, as seen in Figure 2 of Wichman et al. (1999); experimental fitness is from Figure 1 of Wichman et al. (1999).

by Equation 8, while fitness increases exponentially the median rate of divergence from the original geno-
type; Equation 8 gives estimates of one substitution every(Equation 10).

Alternatively, if the fitness contributions of each locus 1–2 days (89 generations).
This estimate of a also allows us to predict the overallin the genome are completely independent and additive

(no epistasis), the total fitness for closely related ge- divergence and fitness functions, given some assump-
tion about epistasis in the model. Figure 4 (left) com-nomes is highly correlated. In this case, beneficial muta-

tions will sweep through the population in order, start- pares the estimated divergence rate with the divergence
measured in the two experimental trials, assuming inde-ing with the ‘‘best’’ mutations. Each new mutant will

grow more slowly than the last, times to fixation will pendent fitness contributions at each site in the ge-
nome. Given that there is only one free parameter, a,grow increasingly long, and the fitness benefit accrued

by each successive mutation will be smaller. In this case which has not been fit to the data illustrated here but
has been calculated as described above, the agreementboth divergence, as measured via the consensus geno-

type, and fitness will be saturating functions, although is rather striking. The fact that the observed divergence
is slightly faster than predicted could indicate a smallthe mean rates as derived above will still hold.
degree of nonadaptive substitution; two substitutions
may have been nonadaptive according to the analysis

MODELING THE EVOLUTION OF φX174 of Wichman et al. (1999). Also, we note that population
sizes in the Texas replicate (crosses in Figure 4) wereAs discussed previously, recent experiments involving
significantly smaller (104) for the first few days of thisthe bacteriophage φX174 are amenable to analysis using
experiment (Wichman et al. 1999); this implies that thethe model proposed here. For example, the derivation
rate-limiting step for the first several days of evolutionof the rate of fitness increase allows for two independent
would be the waiting time for beneficial mutations toestimates of a, the parameter describing the distribution
occur, and clonal interference may have posed a delay,of fitness coefficients.
offsetting the divergence function.Wichman et al. (1999) report a total increase in fitness

This offset is also visible when the predicted fitnessfrom z 25 to 10 doublings per hour, or from 0.32 to
increase (solid line) is compared with the measured10 individuals per 20-min generation. This increase in
fitness (Figure 4, right). Again we find good agreementfitness was conferred by 13 or 14 nucleotide substitu-
between model and measured data, using a 5 4 astions and one intergenic deletion, giving a mean fitness
before.increase per substitution of zln(10/0.32)/14 5 0.25,

and predicting that a 5 4.0. Alternatively, we can use
Equation 13, with T 5 500 natural generations, N 5

DISCUSSION
107, and p 5 1027, obtaining a 5 4.0. Taking T 5 720
(10 days at 20 min per generation) and p 5 1026 in- We have demonstrated that the behavior of genetic

systems evolving under strong selective pressure may becreases our estimate of a to 5.6. The close agreement
of these estimates confirms our assumption that the characterized by the product Np, the population size

times the per locus per replication mutation rate. Thisrate-limiting step in this evolutionary trajectory appears
to be the rate at which new classes of mutational neigh- product is akin to the dimensionless parameter k derived

by Johnson et al. (1995), who first proposed that evolu-bors are explored. We can use this value of a to compute
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tionary dynamics could be broadly classified into two may occur early in the mutational sequence if returns
parameter regimes. When Np is small, the waiting time are not strictly diminishing.
for a beneficial mutation to occur may be long. When An alternative way to treat the interaction of genetic
such a mutation does occur, it may be lost through drift loci is through multiplicative fitness contributions (Frank-
or may be outcompeted by a different strain that does lin and Lewontin 1970; Lewontin 1974; Ewens 1979),
not share the same mutation; genetic chance is the rate- or through random, additive, nonindependent contribu-
limiting step for evolution. This observation has been tions. The latter model has been studied extensively by
made by Gerrish and Lenski (1998), who derive a Kauffman and colleagues (Kauffman 1993), who found
number of characteristic features of such systems for that the fitness benefit caused by early mutations is likely
small values of Np, including the expected substitution to be greater, on average, than the benefit of later muta-
rate and expected rate of fitness increase. tions. We emphasize, however, that this is a statistical

Alternatively, when Np is large, a substantial number feature of an epistatically coupled system with a random
of mutations are produced in every generation. In this fitness function, arising simply because more of the ge-
case the entire neighborhood of genotype space surround- netic “space” has been searched at later times.
ing the dominant genotype is explored—thoroughly We thank Jim Bull and Holly Wichman for suggesting that we
and simultaneously. This corresponds to the “coinci- undertake this project. We gratefully acknowledge the support of The
dent-event collective replacement” described by John- Leon Levy and Shelby White Initiatives Fund, The Florence Gould

Foundation, The Ambrose Monell Foundation, The Seaver Institute,son et al. (1995). The stronger the selective pressure,
and The Alfred P. Sloan Foundation.the more likely it is that somewhere in this genetic

neighborhood a genotype with some fitness advantage
over the wild type exists. The fittest of such genotypes
will necessarily outcompete its neighbors, and the rate- LITERATURE CITED
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