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ABSTRACT
The nonparametric bootstrap approach is known to be suitable for calculating central confidence

intervals for the locations of quantitative trait loci (QTL). However, the distribution of the bootstrap QTL
position estimates along the chromosome is peaked at the positions of the markers and is not tailed
equally. This results in conservativeness and large width of the confidence intervals. In this study three
modified methods are proposed to calculate nonparametric bootstrap confidence intervals for QTL loca-
tions, which compute noncentral confidence intervals (uncorrected method I), correct for the impact of the
markers (weighted method I), or both (weighted method II). Noncentral confidence intervals were computed
with an analog of the highest posterior density method. The correction for the markers is based on the
distribution of QTL estimates along the chromosome when the QTL is not linked with any marker, and
it can be obtained with a permutation approach. In a simulation study the three methods were compared
with the original bootstrap method. The results showed that it is useful, first, to compute noncentral
confidence intervals and, second, to correct the bootstrap distribution of the QTL estimates for the impact
of the markers. The weighted method II, combining these two properties, produced the shortest and less
biased confidence intervals in a large number of simulated configurations.

SEVERAL statistical methods were proposed for de- the endpoints of the confidence interval are calculated
tecting quantitative trait loci (QTL) using marker by finding the locations at either side of the estimated

information. Most of them are based either on maximum- QTL position having the maximum LOD score that
likelihood procedures (Lander and Botstein 1989) have a LOD score of 1 unit less than the estimated QTL
or on regression methods (Haley and Knott 1992; position. The confidence interval is then defined by all
Martinez and Curnow 1992). However, none of these those points on the chromosome where the LOD score
methods led to a straightforward calculation of a confi- has fallen within 1 unit from the maximum (i.e., the
dence interval. These are intervals on the chromosomes positions between the two interval endpoints). However,
that contain the QTL with a given coverage probability this method often produces intervals that are too short;
P (usually 90 or 95%). Calculating small confidence i.e., the intervals contain the QTL with a lower coverage
intervals that hold the stated coverage probability is of probability than stated. Van Ooijen (1992) and Mangin
fundamental importance for practical breeding pur- et al. (1994) showed this to be the case for small and
poses as well as for molecular biologists. For example, medium-sized populations and for QTL of small effects
breeders who wish to use the marker information in because the regular conditions for the conversion of
marker-assisted selection (MAS) breeding schemes the likelihood-ratio test toward a chi-square distribution
need to know the optimum length of the chromosome do not hold in these genetic configurations. To attain
segment of interest, and biologists need this knowledge a higher probability of containing the QTL, Van Ooijen
for any further decisions regarding experimental fine- (1992) suggested that the LOD drop-off confidence in-
mapping strategy. tervals should be based on two LOD differences. In

Different methods were described to calculate confi- a simulation study it was found that the sizes of these
dence intervals in QTL mapping. Conneally et al. (1985) confidence intervals were large and variable (Van Ooijen
and Lander and Botstein (1989) proposed the LOD 1992) and, in population sizes used in real QTL mapping
drop-off method. This is based on the conversion of procedures, unsatisfactory for QTL with smaller effects.
the distribution of the likelihood-ratio test statistic of Mangin et al. (1994) and Mangin and Goffinet
linkage vs. no linkage between a marker and a putative (1997) developed complex formulas for calculating con-
QTL into a chi-square distribution. Using this method, fidence intervals. These are based on a maximum-likeli-

hood-ratio test using statistics in which asymptotic distri-
bution does not depend on the effect of the QTL. The
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was generated and contained 300 or 500 (N � 300, 500)which Mangin and Goffinet (1997) proposed an ap-
progeny. For each individual a single 100-cM chromosomeproximate analytical solution.
(L � 100 cM) evenly spaced with markers every 20 cM (� �

Visscher et al. (1996) introduced a nonparametric boot- 20 cM) was simulated. For calculating the crossover probabili-
strap resampling approach (Efron 1979; Efron and ties the Kosambi mapping function was used. Each chromo-

some contained a single segregating diallelic QTL with a posi-Tibshirani 1993) to construct a confidence interval for
tion midway between two flanking markers (d � 30, 50 cM),a QTL position. The evaluation of generated bootstrap
closer to one of the flanking markers (d � 25, 55 cM), orsamples provided a distribution of QTL position esti-
directly at a marker position (d � 20, 60 cM). The effect of

mates along the chromosome that forms the base for the QTL was expressed in units of the polygenic standard
the confidence interval calculation. Within a simulation deviation, and to cover a wide range of effects it was varied

between 0.1, 0.5, and 1.0 (a � 0.1, 0.5, 1.0). Additional simula-study they compared the nonparametric bootstrap
tions were carried out to investigate the impact of a longermethod with the LOD drop-off method. The nonpara-
chromosome (L � 140 and 180 cM, � � 20 cM, N � 300,metric bootstrap procedure seemed a good alternative
500 with a � 0.5 and d in the middle of the chromosome) and

to the LOD drop-off for defining confidence intervals a higher marker density [� � 10 cM and 10/5 cM (additional
for QTL positions, but tended to be unsuitably large markers at 35, 45, 55, and 65 cM), L � 100 cM, a � 0.5 with

N � 300, 500, respectively]. To avoid any confounding effectswhen the QTL effect was small.
due to different detection power (Darvasi et al. 1993) theTo reduce the width of the estimated bootstrap con-
QTL position was located exactly midway between two flankingfidence interval a selective nonparametric bootstrap
markers when marker spacing was reduced (d � 55 cM when

method was proposed by Lebreton and Visscher � � 10 cM and d � 52.5 cM when � � 10/5 cM).
(1998). Their selection was based on criteria related to The total genetic variance was the sum of the polygenic

variance and the variance due to the QTL. The polygenicthe assumed genetic model. By comparing both meth-
genetic component was normally distributed. The heritabilityods in a simulation study they found that the selective
of the trait, defined as the polygenic variance divided by thebootstrap method produced smaller confidence inter-
sum of polygenic variance and the nongenetic variance, was

vals with a reduced conservativeness. Moreover, they assumed to be 0.25. Random nongenetic factors were normally
showed that there is scope for improvement of the classi- distributed. For each simulated genetic configuration 1000

replicates were generated. The simulation program was writ-cal bootstrap approach for calculating confidence inter-
ten in FORTRAN 77, supplemented with routines from thevals as proposed by Visscher et al. (1996).
NAG library (Numerical Algorithms Group 1990). QTLWalling et al. (1998) provided a parametric bootstrap
analyses were done by using the programs BIGMAP and

resimulation method (Efron 1982) as an alternative to ADRQLT (briefly described in Reinsch 1999) and were based
the nonparametric bootstrap approach and tested this on the multimarker regression described by Knott et al.

(1994). Confidence intervals were calculated with FORTRANmethod in a simulation study. As the authors themselves
77 programs and SAS procedures (SAS Institute 1992).pointed out, the parametric bootstrap method produced

Generating the bootstrap samples: A total of 250 nonpara-poor results: The derived confidence intervals varied
metric bootstrap samples for each genetic configuration were

from conservative intervals when the QTL position was generated as described by Visscher et al. (1996). Briefly, for
at the location of the marker to anticonservative inter- each single bootstrap sample N observations out of the pool

of N original observations were drawn with replacement, sovals when the QTL position was between two markers.
that each observation consisted of an individual’s marker ge-A main result from the study of Walling et al. (1998)
notype and the corresponding phenotype. Some observationswas the discovery of a bias in calculating confidence may appear more than one time in a bootstrap sample while

intervals from the distribution of QTL position estimates others may be not included at all. Each single bootstrap sample
from nonparametric bootstrap samples. This bias is de- was analyzed and the best estimate of the position of the QTL

was recorded. After 250 bootstrap samples the distribution offined as a significant difference between the observed
the 250 estimates of the QTL position was derived by orderingand the stated coverage probability and is deemed to
them along the chromosome. Because the QTL is linked tohave been caused by the locations of the markers. Elimi- two flanking markers, this distribution is termed the linkage

nating this bias would probably result in smaller confi- distribution.
dence intervals. As mentioned by Lebreton and Visscher Modeling marker impact on bootstrap distributions: As re-

ported by Walling et al. (1998) the reasons for the marker(1998), an additional reduction of the interval width could
impact on the distribution of the bootstrap estimates for thebe possible by computing noncentral confidence intervals.
QTL position are an accumulation of the type I error rate atTaking this into consideration, we present three modified the marker loci and the general trend of the mapping proce-

nonparametric bootstrap schemes to calculate confidence dure to put the estimate of a QTL position toward a marker
locus. In the following section a closer look at this markerintervals: (i) noncentral, (ii) marker corrected, and (iii)
impact is presented by a simple model, and the theoreticalnoncentral and marker corrected. Within a simulation
background for a marker correction is given. At first we focusstudy these schemes were compared with the nonparamet-
on the expected distribution of the best estimates for a QTL

ric bootstrap method presented by Visscher et al. (1996). position out of a bootstrap sample when a QTL may be present
but not linked with any marker. This distribution is termed
the null distribution, because every estimate indicates a type I

MATERIALS AND METHODS error. In this null distribution the probability of each position
achieving the best estimate would be

Simulation: A first generation backcross population con-
sisting of one half-sib family and derived from two inbred lines P(i)nd � P*e S(i), (1)
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where P(i)nd is the probability of obtaining the best estimate one-half of the given error rate of 1 � P was subtracted from
each side of the corrected distribution during the computationfor position i on the chromosome in the null distribution

(nd), Pe is the probability for each position achieving the best of the confidence intervals, in the weighted method II an
analog highest posterior density (HPD) method was used toestimate assuming equal probabilities for each position, and

S(i) is a “selection coefficient” of position i in the null distribu- obtain noncentral intervals when the corrected distribution is
not tailed equally. This method was adapted from the standardtion. Because Pe is a constant with the same value for every

position (i.e., one divided through the number of possible HPD approach as described in Box and Tiao (1992) and is
presented in detail in the appendix.QTL positions), it can be stated

Uncorrected method I: This method was the original one
P(i)nd � S(i). (2) as proposed by Visscher et al. (1996) and did not correct

for the marker impact. The central confidence intervals wereThe selection coefficient describes the probability of each
calculated directly from the linkage distribution by takingposition to obtain the best estimate as a deviation from the
the top and bottom 2.5th and 5th percentiles of the linkageequal distribution and is determined by the position and the
distribution as the upper and lower interval endpoints, respec-informativeness of the marker loci. It would be highest at the
tively.marker loci and lower at the loci between the markers. In this

Uncorrected method II: In this method confidence intervalsmodel, it is assumed that the selection coefficient S(i) is the
were computed from the linkage distribution with the analogsame for both the linkage distribution and the null distribu-
HPD method described in the appendix. The calculated inter-tion. The probability of each position in the linkage distribu-
vals were noncentral and not marker corrected.tion [P(i)ld] to obtain the best estimate would be

The confidence intervals with the stated coverage probabil-
ity P of 95 and 90% were calculated for each replicate by theP(i)ld � P(i)*QTLS(i), (3)
four methods described above, and it was assessed whether

where P(i)QTL is the probability of each position i achieving the QTL was located within these intervals or not. The rate
the best estimate when a QTL is linked with a marker and is, of the confidence intervals for each simulated genetic config-
of course, influenced by the effect of the QTL but not by uration that did not include the simulated position of the
the markers per se. Following Equation 3, an approximate QTL was termed the noninclusion rate (NI), and this should
correction for the impact of the markers can be achieved by be not greater than 1 � P. For each configuration the aver-
weighting the probability of each position from the linkage age width of the confidence interval out of 1000 replicates
distribution with the reciprocal value of the corresponding was also calculated, and this is ideally small.
selection coefficient:

P(i)QTL � P(i)ld/S(i). (4)
RESULTS

The distribution resulting from the corrected probabilities
[P(i)QTL] to attain the best estimate for the QTL location is The initial results for all four bootstrap schemes are
termed the corrected distribution. presented in Tables 1–4. Summarized over all genetic

Weighted method I: In the weighted method the marker configurations analyzed, the uncorrected method I pro-correction approach was followed. First, the probability in the
duced the largest and most conservative confidence in-linkage distribution to attain the best estimate P(i)ld and the
tervals. A reduction of the interval width and conserva-selection coefficient S(i) had to be determined for each posi-

tion on the chromosome. The values for P(i)ld were the corre- tiveness was possible using the uncorrected method II.
sponding observed frequencies of best QTL estimates in the Further reduction of the width was achieved using the
linkage distribution [f(i)ld]: weighted method I and, even more, by the weighted

method II without lifting the noninclusion rate seriouslyP(i)ld � f(i)ld. (5)
above 1 � P.The linkage distribution was obtained as described above. The

QTL effect: As expected, an increase of the QTLselection coefficients S(i) were calculated by computing the
effect resulted in a smaller confidence interval for allnull distribution for each simulated genetic configuration.

This was achieved by setting the recombination rate between bootstrap schemes (Table 1 and 2). It is very unlikely
the simulated QTL and every marker locus to 0.5. The null that a QTL with an effect of a � 0.1 (this QTL would
distribution was then built by the best estimates out of all explain only 0.13% of the total variance in our simulatedbootstrap samples and all replicates (250 estimates � 1000

populations) would be detected in real mapping experi-replicates) for each simulated genetic configuration. Follow-
ments and, hence, the uncorrected method I produceding Equation 2 the selection coefficient for each position on

the chromosome was the corresponding frequency of the best very conservative confidence intervals, which cover almost
estimates in the null distribution [f(i)nd]: the whole chromosome. For this low QTL effect each

confidence interval produced by this method was �93 cM.S(i) � f(i)nd. (6)
However, the uncorrected method II (weighted method I,

For each replicate the distribution of the probabilities P(i)QTL weighted method II) produced 90% intervals for this(the corrected distribution) was calculated using (4).
small QTL effect that were significantly �90 cM (85 cM,The confidence intervals with a coverage probability P of
80 cM) for the 90% confidence intervals and were less95 and 90% were calculated by using the top and the bottom

2.5th and 5th percentiles as the upper and lower interval conservative. All confidence intervals for situations of
endpoints, respectively. The obtained confidence intervals a � 0.1 were only marginally influenced by the remain-
were central. ing genetic parameters.Weighted method II: For the weighted method II the cor-

Elevating the QTL effect from a � 0.1 to 0.5 (thisrected distribution was computed in the same manner as for
the weighted method I. Whereas for the weighted method I QTL would explain 3.2% of the total variance) reduced
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TABLE 1

Effect of QTL position within marker interval, population size, and QTL effect on the confidence intervals
for the different bootstrap methods—QTL position proximal

N c � 300 N � 500

95% interval 90% interval 95% interval 90% interval

d a ab Method Widthd NIe Width NI Width NI Width NI

20 0.1 Uncorrected I 98 0.7 94 2.4 98 0.8 94 3.2
Uncorrected II 95 2.1 87 6.7 95 2.2 87 6.9
Weighted I 89 3.2 81 9.6 89 3.8 81 10.9
Weighted II 86 5.3 77 13.4 86 5.2 77 12.6

0.5 Uncorrected I 86 0.8 77 2.1 74 1.9 62 4.2
Uncorrected II 82 1.5 70 5.0 70 3.3 58 5.6
Weighted I 77 4.0 67 8.5 66 5.3 54 9.9
Weighted II 72 4.0 60 8.9 60 4.7 48 8.0

1.0 Uncorrected I 40 1.3 30 2.7 21 1.2 16 3.2
Uncorrected II 38 1.4 28 4.1 21 1.8 16 4.1
Weighted I 37 4.5 28 9.6 21 4.4 16 10.0
Weighted II 33 2.6 25 6.3 20 2.4 15 5.7

25 0.1 Uncorrected I 98 0.5 94 2.2 98 0.3 94 1.3
Uncorrected II 95 1.7 87 4.1 95 0.9 87 4.0
Weighted I 90 1.8 84 6.2 90 1.2 84 3.9
Weighted II 87 3.2 79 10.1 87 2.7 78 10.1

0.5 Uncorrected I 87 1.6 78 3.7 78 3.0 67 5.3
Uncorrected II 83 3.0 72 6.9 74 4.2 62 8.5
Weighted I 77 2.1 66 4.9 69 3.4 57 6.0
Weighted II 73 3.3 61 9.1 64 4.0 51 8.2

1.0 Uncorrected I 53 3.0 41 6.7 32 4.6 25 7.1
Uncorrected II 49 4.2 39 9.3 31 4.6 23 9.5
Weighted I 47 2.7 38 6.2 31 4.0 24 6.1
Weighted II 43 3.3 33 7.9 28 4.1 22 7.6

30 0.1 Uncorrected I 98 0.5 94 1.5 98 0.3 94 0.9
Uncorrected II 96 1.2 88 3.3 95 0.9 87 2.5
Weighted I 90 1.2 82 2.5 90 0.6 82 2.5
Weighted II 87 2.1 78 6.3 87 2.1 78 4.8

0.5 Uncorrected I 88 1.3 79 2.8 80 2.4 69 4.5
Uncorrected II 84 2.1 73 6.3 76 3.2 64 6.4
Weighted I 77 1.9 67 5.6 69 2.8 58 5.1
Weighted II 73 3.6 62 8.1 65 3.6 53 7.3

1.0 Uncorrected I 55 3.0 44 6.4 37 4.4 29 6.7
Uncorrected II 52 3.6 42 7.3 35 4.3 28 7.9
Weighted I 48 2.9 38 6.4 35 4.4 28 7.1
Weighted II 44 3.7 35 8.6 33 4.5 26 9.0

Data were simulated with a 100-cM chromosome and a marker spacing of 20 cM. The number of bootstrap
samples was 250 and the number of replicates for each genetic configuration was 1000.

a Position of the simulated QTL (in centimorgans from the start of the chromosome).
b QTL effect, expressed in units of the polygenic standard deviation.
c Population size.
d Average width (in centimorgans) of the confidence interval.
e Noninclusion rate, the rate of the confidence intervals that do not contain the real QTL position.

the average 90% interval width by 15–25 cM. The respec- bootstrap schemes. The reduction for the 90% confi-
dence intervals varied between 2 and 4 cM. The corre-tive change by stepping 0.5 to 1.0 (11.8% of the total

variance) was 40–50 cM, depending on the population sponding changes were between 1 and 5 cM when
marker distance was reduced to 10 cM and when addi-size and QTL position. This reduction was remarkably

constant for the four methods. tional markers were added around the QTL position,
depending on the population size and the bootstrapMarker spacing: Changing marker distances from 20

to 10 cM (top of Table 2 and Table 3) and adding four scheme. No general dependency of the noninclusion
rate on the marker density was observed for any method.additional markers around the QTL position (Table

3) resulted in a slightly reduced interval width for all Population size: Tables 1–4 show that the elevation



1677Confidence Intervals in QTL Mapping

TABLE 2

Effect of QTL position within marker interval, population size, and QTL effect on the confidence intervals
for the different bootstrap methods—QTL position central

N c � 300 N � 500

95% interval 90% interval 95% interval 90% interval

d a ab Method Widthd NIe Width NI Width NI Width NI

50 0.1 Uncorrected I 98 0.0 95 0.2 98 0.0 95 0.6
Uncorrected II 95 0.1 87 1.1 95 0.5 87 1.4
Weighted I 90 0.1 82 1.3 90 0.1 82 0.7
Weighted II 87 1.3 78 2.6 87 0.4 77 2.0

0.5 Uncorrected I 87 0.5 78 2.1 78 1.6 67 3.6
Uncorrected II 83 1.6 71 4.9 74 1.9 63 7.1
Weighted I 76 1.0 65 2.9 66 1.9 55 4.6
Weighted II 72 2.1 61 5.5 63 2.9 52 7.7

1.0 Uncorrected I 53 4.6 43 7.3 36 2.9 28 6.9
Uncorrected II 52 5.0 41 9.0 34 4.0 27 7.1
Weighted I 47 4.6 38 7.3 34 2.6 27 6.5
Weighted II 44 5.1 35 8.3 32 4.2 25 8.2

55 0.1 Uncorrected I 98 0.1 94 0.4 98 0.2 94 0.7
Uncorrected II 95 0.3 87 1.9 95 0.6 86 2.5
Weighted I 90 0.2 82 1.5 90 0.4 82 0.7
Weighted II 86 1.1 76 2.9 86 0.6 78 3.3

0.5 Uncorrected I 86 1.4 77 3.3 78 1.4 66 3.7
Uncorrected II 82 2.0 70 6.3 74 2.4 62 6.2
Weighted I 74 2.0 63 4.4 66 1.8 55 4.1
Weighted II 70 2.9 59 7.2 62 2.8 51 7.0

1.0 Uncorrected I 49 3.7 38 7.7 33 3.7 25 8.1
Uncorrected II 47 4.9 36 10.1 31 5.3 24 9.2
Weighted I 43 3.2 34 7.0 31 3.0 24 6.8
Weighted II 40 4.2 31 9.4 29 3.9 22 7.8

60 0.1 Uncorrected I 98 0.3 94 1.0 98 0.3 94 1.0
Uncorrected II 95 0.9 87 1.9 95 0.5 86 2.1
Weighted I 89 0.7 81 2.4 89 0.5 80 1.7
Weighted II 86 1.8 77 4.1 85 1.1 76 4.1

0.5 Uncorrected I 83 0.8 72 1.6 73 0.5 60 1.8
Uncorrected II 79 1.4 67 3.4 69 0.9 56 3.8
Weighted I 71 2.0 60 5.4 62 2.6 50 7.7
Weighted II 67 3.2 55 6.6 58 2.8 46 7.3

1.0 Uncorrected I 40 1.5 30 4.2 22 1.2 17 2.2
Uncorrected II 38 2.3 28 4.1 21 1.5 16 3.0
Weighted I 36 5.2 27 10.7 22 4.8 17 10.2
Weighted II 33 3.7 24 6.8 20 2.5 15 4.8

Data were simulated with a 100-cM chromosome and a marker spacing of 20 cM. The number of bootstrap
samples was 250 and the number of replicates for each genetic configuration was 1000.

a Position of the simulated QTL (in centimorgans from the start of the chromosome).
b QTL effect, expressed in units of the polygenic standard deviation.
c Population size.
d Average width (in centimorgans) of the confidence interval.
e Noninclusion rate, the rate of the confidence intervals that do not contain the real QTL position.

of the population size from N � 300 to N � 500 led to quently there was the most space for reduction. It was
not possible to assign a change of noninclusion ratessignificantly smaller confidence intervals for all four

bootstrap schemes. This reduction was only marginal to the effect of an increased population size for the
uncorrected method II and for the weighted methodsfor a � 0.1 but for a � 0.5 it was between 12 and 14

cM and for a � 1.0 it was between 10 and 15 cM. The I and II; it appears that the intervals computed with the
uncorrected method I were in general less conservativeuncorrected method I was most sensitive for increased

population size as the reduction of the interval width when the population size was increased.
In general, a gain of information, provided by a greaterwas greatest. This might be due to the fact that intervals

calculated with this method were largest and conse- population size, resulted in smaller intervals. This is
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TABLE 3

Effect of an increased marker density on the confidence intervals for the different bootstrap methods

N c � 300 N � 500

95% interval 90% interval 95% interval 90% interval

�a d b Method Widthd NIe Width NI Width NI Width NI

10 55 Uncorrected I 84 0.5 74 2.7 76 2.1 64 3.6
Uncorrected II 79 1.6 68 5.5 71 3.0 59 7.7
Weighted I 73 1.5 61 4.1 64 2.0 53 5.9
Weighted II 68 3.0 57 6.1 61 3.8 49 8.1

10/5 52.5 Uncorrected I 82 1.1 71 3.2 70 0.4 59 2.3
Uncorrected II 77 1.8 64 5.6 67 1.5 54 5.2
Weighted I 72 1.2 61 3.8 62 1.2 50 4.2
Weighted II 68 2.6 56 6.8 58 2.7 47 6.6

Data were simulated with a 100-cM chromosome and a simulated QTL effect of a � 0.5 units of the polygenic
standard deviation. The number of bootstrap samples was 250 and the number of replicates for each genetic
configuration was 1000.

a Marker spacing (10 � one marker every 10 cM, 10/5 � four additional markers every 5 cM around the
simulated QTL position).

b Position of the simulated QTL (in centimorgans from the start of the chromosome).
c Population size.
d Average width (in centimorgans) of the confidence interval.
e Noninclusion rate, the rate of the confidence intervals that do not contain the real QTL position.

consistent with other studies concerning QTL bootstrap for all bootstrap schemes; i.e., the increase of the chro-
mosome length resulted in larger intervals and, in mostconfidence intervals (Visscher et al. 1996; Lebreton

and Visscher 1998; Walling et al. 1998). The effect of cases, in slightly lower noninclusion rates (Table 4). The
absolute difference between the length of the intervalsthe larger population size was stronger than the effect

of the higher marker density. produced by the four methods increased slightly with
a longer chromosome without changing the rankingLength of chromosome: The length of the chromo-

some had a large impact on the size of the confidence order.
QTL position: The effect of the QTL position can beintervals and a small impact on the noninclusion rates

TABLE 4

Effect of the length of the chromosome on the confidence intervals for the different boostrap methods

N c � 300 N � 500

95% interval 90% interval 95% interval 90% interval

La d b Method Widthd NIe Width NI Width NI Width NI

140 70 Uncorrected I 120 0.6 105 1.5 107 0.8 90 2.3
Uncorrected II 114 1.3 99 4.6 102 1.5 84 5.4
Weighted I 104 0.6 88 2.7 91 1.5 74 3.9
Weighted II 99 1.9 82 5.6 86 2.4 69 6.2

180 90 Uncorrected I 151 0.5 132 1.6 137 1.1 117 2.8
Uncorrected II 144 0.5 124 3.0 130 1.7 110 3.6
Weighted I 133 0.6 112 2.1 119 1.5 98 2.6
Weighted II 126 0.9 105 4.1 113 1.6 92 3.0

Data were simulated with a marker spacing of 20 cM and a simulated QTL effect of a � 0.5 units of the
polygenic standard deviation. The number of bootstrap samples was 250 and the number of replicates for
each genetic configuration was 1000.

a Chromosome length (in centimorgans).
b Position of the simulated QTL (in centimorgans from the start of the chromosome).
c Population size.
d Average width (in centimorgans) of the confidence interval.
e Noninclusion rate, the rate of the confidence intervals that do not contain the real QTL position.
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TABLE 5attributed to two factors: the QTL position within a
marker interval (midway between two markers, closer Effect of the QTL position on the differences between the
to one marker, or at the same position as the marker) widths of central and noncentral confidence intervals
and the chromosomal QTL position, whether proximal
or central. To avoid any confounding effects these two Ratio upper/

Differences in interval widthb lower tailcfactors were analyzed separately.
It seems that when the QTL is located centrally (posi- d a UCM I � UCM II WM I � WM II ld cd

tion 60 instead of 20, 55 instead of 25, and 50 instead of
10 9 8 2.71 3.1830; Tables 1 and 2) the computed intervals are smaller,
15 6 7 1.50 2.18regardless of the method. This is in close agreement
20 5 6 1.13 2.07with Lebreton and Visscher (1998) and Walling et al. 30 5 5 1.12 1.60

(1998) and may be caused by the fact that the mapping 50 4 3 1.00 0.98
procedure tends to estimate the QTL position closer to

Data were simulated with a 100-cM chromosome, a markerthe middle of the chromosome, as reported by Hyne
spacing of 20 cM, and a simulated QTL effect of a � 0.5 unitset al. (1995). Additionally, the noninclusion rates were of the polygenic standard deviation. The population size was

in general lower for a � 0.1 and a � 0.5 but higher for 500. The number of bootstrap samples was 250 and the num-
a � 1.0 for all methods. ber of replicates for each genetic configuration was 1000.

a Position of the simulated QTL (in centimorgans from theChanging the QTL position within the marker inter-
start of the chromosome).val from midway between two flanking markers toward

b Average differences of the 90% interval width computeda marker position (top, middle, and bottom of Tables by the uncorrected methods I and II (UCM I � UCM II) and
1 and 2) resulted in significantly smaller confidence by the weighted methods I and II (WM I � WM II).
intervals for all four methods. For example, the reduc- c Ratio of subtracted upper tail and subtracted lower tail

from linkage distribution (ld) and the corrected distributiontion for the 90% interval for a � 0.5 and N � 500 was
(cd) during computation of the 90% confidence interval bybetween 1 and 2 cM when d was changed from 50 to
the analog HPD method.55 cM and �4 cM when d was changed from 55 to

60 cM, regardless of the method. The uncorrected meth-
ods I and II produced intervals that were more conserva-

tracted upper and lower tail from the distributions in-tive when the QTL and the marker positions are identi-
creased when the QTL was located closer to the startcal compared to situations with QTL positions midway
of the chromosome (Table 5). The increase of the ratiobetween two flanking markers. This is consistent with
was greater for the intervals computed from the cor-the findings of Walling et al. (1998). The noninclusions
rected distribution than for those computed from thewere in general increased for the weighted method I when
linkage distribution. When the QTL was midway on thed was moved toward a marker position whereas no general
chromosome (d � 50 cM) the ratio became, as expected,dependency could be observed between the QTL position
exactly one or near to one. It is important to note thatand the noninclusion rates for the weighted method II.
the computed intervals for d � 10 cM were slightlyAnother remarkable topic might be the differences
anticonservative (10.4, 12.5, 12.9, and 13.9% noninclu-between the interval widths from the uncorrected meth-
sions for the 90% intervals computed with uncorrectedods I and II on the one hand and the differences be-
methods I and II and the weighted methods I and II,tween the weighted methods I and II on the other hand
respectively; results not shown).when moving the QTL closer to the start of the chromo-

Selection step: In practical QTL mapping experimentssome. To investigate the impact of the QTL position on
confidence intervals would be computed only when thethese differences in detail, additional simulations with
QTL is declared significant. To investigate whether theN � 500, a � 0.5, � � 20 cM, L � 100 cM, and a QTL
rejection of nonsignificant replicates would change theposition at d � 10 or 15 cM were carried out. The
results a selection step for two genetic configurationsaverage 90% interval widths computed with the uncor-
similar to Visscher et al. (1996) was introduced. First,rected method II (weighted method II) were subtracted
according to Churchill and Doerge (1994), thresholdfrom the corresponding intervals computed with the
levels that gave a nominal type I error rate of 10 and 5%uncorrected method I (weighted method I) for the ge-
were calculated by taking the 90th and 95th quantiles ofnetic configurations described above and the same con-
the test statistic of 10,000 analyzed simulated populationsfigurations but with d � 20 and 30 cM (Table 1) and d �
with no segregating QTL. Confidence intervals were com-50 cM (Table 2). Additionally, the ratio of the subtracted
puted only for replicates that showed QTL test statisticsupper tail and the subtracted lower tail of the linkage
above the threshold. The results show that all computeddistribution and the corrected distribution during the
confidence intervals were smaller and less conservativecomputation of the 90% confidence interval with the
when introducing a selection step (top of Table 2 andanalog HPD method were calculated. The results show
Table 6) and when reducing the nominal type I error ratethat both the differences between the central and non-

central confidence intervals and the ratio of the sub- (Table 6). This finding is in agreement with Visscher et
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TABLE 6

Effect of rejection of nonsignificant replicates on the confidence intervals for the different bootstrap methods

N b � 300 N � 500

95% interval 90% interval 95% interval 90% interval

�a Method Power Widthc NId Width NI Power Width NI Width NI

0.10 Uncorrected I 46.6 73 1.9 58 5.0 69.9 68 2.6 54 5.3
Uncorrected II 67 3.6 55 9.2 65 3.4 52 8.7
Weighted I 61 2.2 48 6.5 57 3.0 46 6.7
Weighted II 56 4.1 45 10.2 53 3.7 43 9.5

0.05 Uncorrected I 37.0 70 2.1 55 5.9 58.7 65 3.0 51 7.2
Uncorrected II 65 4.3 54 9.8 62 4.3 49 9.9
Weighted I 59 2.7 45 7.0 54 3.6 44 7.8
Weighted II 54 4.3 43 11.1 51 4.4 40 10.7

Data were simulated with a marker spacing of 20 cM and a simulated QTL effect of a � 0.5 units of the
polygenic standard deviation. The QTL position was at 50 cM. Confidence intervals were computed only when
the population showed a significant QTL. Experimental power was defined as the percentage of replicates
that show a test statistic above threshold value corresponding to the nominal type I error rate. The number
of bootstrap samples was 250 and the number of replicates for each genetic configuration was 1000.

a Nominal type I error rate.
b Population size.
c Average width (in centimorgans) of the confidence interval.
d Noninclusion rate, the rate of the confidence intervals that do not contain the real QTL position.

al. (1996). Generally, the change of the nominal error al. 2000). However, this method produces intervals that
tend to be rather large and conservative, and thereforerate from 10 to 5% reduced the interval width between

1 and 3 cM and increased the noninclusion rate by we proposed three methods (uncorrected method II and
weighted methods I and II) to improve this classical ap-�1–2%. No differences in sensitivity for the selection

step between the four bootstrap methods could be ob- proach to calculate smaller and less conservative confi-
dence intervals and compared these methods within aserved.

Number of bootstrap samples: In computing confi- simulation study with the classical approach.
Bias of confidence intervals: The bias of confidencedence intervals from the linkage distribution Visscher

et al. (1996) showed that there is only a small impact on intervals for QTL position estimates (biasci) can be de-
fined asthe number of bootstrap samples. To examine whether

this holds also for the computation of intervals from the
biasci � NI � (1 � P),corrected distribution, the number of bootstrap samples

was varied for two genetic configurations (� � 20 cM, where NI is the noninclusion rate. The biasci for the
a � 0.5, L � 100, d � 50 cM, and N � 300, 500, respec- intervals computed with the uncorrected method I was
tively). It seems that there is a lower bound for the number in general greatest and was upward except when the
of bootstrap samples to generate the corrected distribu- QTL was at the start of the chromosome and signifi-
tion for interval computation that is between 100 and cantly increased for this method when the QTL position
200 and dropping it below 100 results in smaller intervals was located at a marker position. This is in agreement
with a higher noninclusion rate. Increasing the number with the findings of Visscher et al. (1996) and Walling
of bootstrap samples above 200 did not change the results et al. (1998). When comparing the uncorrected method
(Table 7). Following this, the number of bootstrap sam- I with the weighted method I and the uncorrected
ples (250) used in this study is appropriate. method II with the weighted method II, respectively, it

follows that the marker correction of the linkage distri-
bution leads in general to a reduced bias of the confi-

DISCUSSION
dence intervals as the noninclusion rate becomes closer
to 1 � P. Note that this bias was for the weighted methodThe classical bootstrap method (in this study the un-

corrected method I) for calculating confidence intervals I, and even more, for the weighted method II, slightly
downward, but not substantial, when the QTL effectfor a QTL position as proposed by Visscher et al. (1996)

seems a suitable and practical approach, and in some was small and the QTL was located at the start of the
chromosome but upward for the remaining configura-recent real QTL mapping projects this method was used

to obtain confidence intervals for the QTL position (e.g., tions. Together with the fact that the weighted methods
I and II produced significantly smaller confidence inter-De Koning et al. 1998; Zhang et al. 1998; Walling et
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TABLE 7

Effect of number of bootstrap samples on the confidence intervals for the weighted methods I and II

N b � 300 N � 500

95% interval 90% interval 95% interval 90% interval

B a Method Widthc NId Width NI Width NI Width NI

30 Weighted I 70 2.0 62 5.1 61 5.2 52 10.1
Weighted II 66 3.5 58 7.2 56 7.4 48 12.7

50 Weighted I 73 1.7 63 3.4 63 3.4 54 7.2
Weighted II 69 3.0 59 7.0 60 5.5 50 9.8

100 Weighted I 74 1.2 65 3.1 65 2.5 54 4.9
Weighted II 71 2.3 61 5.3 62 3.5 50 7.8

200 Weighted I 76 1.1 65 3.0 66 2.2 53 4.6
Weighted II 72 2.1 61 5.3 63 3.3 52 7.6

400 Weighted I 76 1.2 65 2.9 66 2.1 54 4.5
Weighted II 72 2.2 61 5.2 63 3.3 52 7.8

Data were simulated with a marker spacing of 20 cM and a simulated QTL effect of a � 0.5 units of the
polygenic standard deviation. The number of replicates for each genetic configuration was 1000.

a Number of bootstrap samples.
b Population size.
c Average width (in centimorgans) of the confidence interval.
d Noninclusion rate, the rate of the confidence intervals that do not contain the real QTL position.

vals than the uncorrected methods I and II it follows an increased marker density (10 cM) 64% of the esti-
mates would be placed at the marker loci. Except forthat the described model of characterizing the marker

impact (Equations 1–4) and the marker correction in the marker density and chromosome length it seems
that the null distribution is of little variability, sincethe weighted methods I and II is appropriate to obtain

smaller and less biased bootstrap confidence intervals varying the QTL effect and the population size resulted
in almost the same null distribution (not shown).for the location of QTL that appear to be significant.

Note that the probability of making a type I error is a The extent of the influence of the markers on the
linkage distribution depends on the level of the QTLfunction of the chosen significance level, which is not

affected by any of the presented methods to compute effect as it is shown in (3). Figure 1B shows an average
linkage distribution from all bootstrap samples and allconfidence intervals.

Marker correction: Although it may be possible to replicates for N � 500, L � 100 cM, � � 20 cM, a �
0.5, and for QTL position of d � 30 cM from the startcalculate the influence of the markers on the linkage

distribution, in terms of the selection coefficient for of the chromosome. When the QTL effect was a � 0.1
(a � 0.5, a � 1.0), 53% (32%, 9%) of the best estimateseach possible QTL position (each centimorgan in our

study), in an analytical way, in this study it was done were located at the marker loci. The same genetic con-
figurations but with a marker density of 10 cM gaveempirically by computing the null distribution for each

genetic configuration, i.e., the distribution of the best roughly 10% higher values for the hits per marker locus,
regardless of the QTL effect (results not shown), andQTL position estimates when there is no cosegregation

between the QTL and any marker, and, hence, every this confirmed the presence of the marker influence
on the linkage distribution as first reported by Wallingestimate indicates a type I error per definition. This was

possible because in the model it is assumed that the et al. (1998). The two higher peaks at 20 and 40 cM are
a result of the high value of the product of PQTL andselection coefficient is the same for the linkage distribu-

tion as for the null distribution. The selection coefficient selection coefficients at these positions (Equation 3).
Both are relatively high because the distance to thefor each position was the corresponding frequency of

the best estimate in the null distribution (Equation 6). position with the simulated QTL is only 10 cM and a
marker is located at these positions, respectively. It fol-In Figure 1A a null distribution for population size of

N � 500, marker space of 20 cM, chromosome length lows from this and from the empirical results of the
simulation (Tables 1 and 2) that the smaller the QTLof L � 100 cM, and QTL effect of a � 0.5 is presented.

When the QTL is not linked with any marker, the proba- effect (which is unknown a priori in real mapping experi-
ments) and the lower the population size the morebility for each position on the chromosome to achieve

the best estimate is significantly higher at the marker advisable it is to correct for the marker impact expressed
in selection coefficients.loci. Over 45% of the estimates were placed there (un-

der an equal distribution it would be only 5.94%). With The correction for the marker was done by dividing
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Figure 1.—Distributions of bootstrap QTL esti-
mates along the simulated chromosome. (A) Em-
pirical distribution of the QTL estimates when
the recombination rate between the QTL and
every marker was set to 0.5 (null distribution).
(B) Empirical distribution of the QTL estimates
when the QTL position was put at d � 30 cM
(linkage distribution). (C) Empirical distribution
of the marker-corrected QTL estimates when the
QTL position was put at d � 30 cM (corrected
distribution). (D) Empirical distribution of the
QTL estimates when the QTL position was put at
d � 20 cM (linkage distribution). (E) Empirical
distribution of the marker-corrected QTL esti-
mates when the QTL position was put at d � 20
cM (corrected distribution). A half-sib backcross
family consisting of N � 500 individuals was simu-
lated. The QTL effect was a � 0.5 and the markers
were put at 0, 20, 40, 60, 80, and 100 cM, respec-
tively. Data are from all bootstrap samples and all
replicates (250 � 1000 estimates).

the frequency of the best estimate in the linkage distri- with the uncorrected methods I and II. Correcting this
average distribution results in Figure 1E. Right frombution by the value of the corresponding selection coef-

ficient (see Equation 4) whereby the number of boot- position 60 cM the frequency of best estimates in this
distribution became again nearly equal for all positions.strap samples should be �200 to compute a corrected

distribution suitable for calculating confidence intervals Most of the probability mass is put between the markers
at the start of the chromosome and position 40, but at(Table 7). Figure 1C shows an average corrected distri-

bution again from all bootstrap samples and all repli- the marker coinciding with the QTL position (20 cM)
the frequency is significantly reduced (�1%). Similarcates for N � 500, � � 20 cM, L � 100 cM, d � 30 cM,

and a � 0.5. The peaks at the marker loci observed in patterns were observed at the positions of the markers
flanking the QTL in the average corrected distributionFigure 1, A and B, disappeared and the highest fre-

quency of the best estimate was in the interval of the in Figure 1C (QTL midway between flanking markers).
Note that for this genetic configuration the null distribu-markers flanking the QTL. Right from position 60 cM

the frequency became nearly equal for all positions (in- tion follows the distribution presented in Figure 1A
rather well and is therefore not shown.cluding marker positions).

An average linkage distribution for a situation QTL Computing the null distribution: In the simulation the
null distributions were derived in a simplified manner bylocated at a marker position (d � 20 cM) is presented

in Figure 1D (N � 500, � � 20 cM, L � 100 cM, a � 0.5). setting the recombination rate between the QTL and
any marker to 0.5. This had the advantage that theThe high peak at the QTL position can be attributed to

the relatively high values of PQTL and to the selection required CPU time was minimal, but is not possible
in real QTL mapping experiments. Alternatively, thecoefficient at this point. In contrast to Figure 1B, the

accumulation of the effect of a high PQTL value and a high permutation approach as proposed by Churchill and
Doerge (1994) can be used to compute the null distri-selection coefficient is focused only on one position (20

cM) and this might be the reason for the shorter inter- bution. The authors introduced this method to estimate
empirical threshold values in QTL mapping, which arevals with an increased conservativeness when computed
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Figure 1.—Continued.

tailored to the experiment. By repeatedly randomly position on the chromosome as described in our model,
and so this distribution should be a very similar nullshuffling the trait values while keeping the marker data

constant, they uncoupled the phenotype-genotype asso- distribution as obtained in this simulation. To show that
the permutation method is suitable to calculate the nullciation, and after applying the QTL-mapping proce-

dure, every estimate would indicate a type I error per distribution we performed a further simulation with 1000
permutations of the phenotypic data for every replicate.definition. There is no reason why this distribution of

the QTL estimates should not be influenced by the The null distribution was the distribution from the QTL
position estimates out of the evaluation of the permutedmarkers expressed in the selection coefficient for each
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TABLE 8 though different numbers of replicates were chosen.
This confirmed the finding of the low variability of theEffect of the method for calculating the null distribution
null distribution as mentioned above.on the confidence intervals for the different

In real QTL mapping experiments the permutationcorrected bootstrap methods
method has become a standard to calculate the error

95% interval 90% interval probabilities. Therefore, the null distribution can be
derived as a by-product without extra computationalnda ab Method Widthc NId Width NI
work. It is only necessary to retain the position of the

Simp.e 0.1 Weighted I 89 0.6 82 2.5 highest test statistic for each permutation and chromo-
Weighted II 86 2.1 78 4.8 some and to ensure that this distribution covers the

0.5 Weighted I 69 2.8 58 5.1
whole chromosome. This is necessary to avoid a divisionWeighted II 65 3.6 53 7.3
by zero (Equation 4). This can be done by choosing1.0 Weighted I 35 4.4 28 7.1
either a sufficiently high number of permutations or,Weighted II 33 4.5 26 9.0
as in the present study, by adding one estimate to thosePerm.f 0.1 Weighted I 89 1.5 81 2.5
positions not present in the initial distribution of theWeighted II 86 2.0 78 5.0
estimates from the evaluated permuted data. In the0.5 Weighted I 68 2.5 58 7.0
simulation, 1000 permutations were shown to beWeighted II 65 4.5 53 10.0

1.0 Weighted I 35 3.0 29 5.0 enough to compute marker-corrected confidence inter-
Weighted II 34 4.0 27 8.0 vals for a 100-cM chromosome with six informative

markers (Table 8) when adding additional hits. TheData were simulated with a population size of N � 500 and
with a marker spacing of 20 cM. The chromosome length was number of permutations carried out to compute thresh-
L � 100 cM and the QTL position was d � 30 cM from the old values is in practice usually 10-fold higher.
start of the chromosome. Analog HPD method: The use of the analog HPDa Null distribution.

method to compute noncentral confidence intervals ledb QTL effect, expressed in units of the polygenic standard
to a reduced width and a reduced conservativeness ofdeviation.

c Average width (in centimorgans) of the confidence in- the intervals not only when the QTL was located closer
terval. to one end but also when located in the middle of

d Noninclusion rate, the rate of the confidence intervals that the chromosome (Table 5). Intuitively one would notdo not contain the real QTL position.
expect significant differences between central ande Null distribution calculated and simplified by setting the

recombination rate between the QTL and each marker to 0.5. noncentral intervals when the QTL is in the middle of
The number of bootstrap samples was 250 and the number the chromosome and the markers are located symmetri-
of replicates was 1000 for these genetic configurations. cally on the chromosome. The likely explanation is thatf Null distribution calculated by permuting the phenotype

the bootstrap distributions, whether corrected for thedata while keeping the genotype data constant. The number
markers or not, are tailed equally only in exceptionalof permutations was 1000 for each replicate. The number of

replicates for each genetic configuration was limited to 200. cases, regardless of the position of the QTL (not shown).
A prerequisite for the analog HPD method to compute
shorter confidence intervals is that the bootstrap distri-data and was calculated for each replicate individually.
bution is not tailed equally (see appendix and Box andTo avoid a frequency of zero in the null distribution it
Tiao 1992).was assumed that each position on the simulated chro-

Conclusions: In summary, it was shown that in themosome would receive at least one QTL position esti-
computation of bootstrap confidence intervals for esti-mate from the evaluation of the permuted data. The
mated QTL locations it is useful, first, to correct thepopulation size was N � 500, marker spacing was 20
bootstrap linkage distribution for the marker impact and,cM, the QTL was put at d � 30 cM, and the QTL effects
second, to calculate noncentral intervals. Therefore, thewere a � 0.1, 0.5, and 1.0, respectively. To save CPU
use of the weighted method II is recommended, whichtime the total number of replicates for each genetic
combines the properties of the marker correction byconfiguration was limited to 200. The confidence inter-
the weighted method and the properties of the compu-vals were calculated with the weighted methods I and
tation of noncentral intervals by the analog HPD method.II as described above and the obtained results were
The numerical results of the simulation showed thatcompared with the corresponding genetic configura-
this method produced the shortest confidence intervalstion in the initial simulation, where the null distribution
while maintaining approximately the noninclusion ratewas derived in a simplified manner. The results are
at 1 � P for a wide range of simulated genetic con-presented in Table 8 and show that there were no sig-
figurations. Provided permutation testing is used in annificant differences between the two simulated series al-
experiment, this method does not require extra compu-though the null distribution was built out of 1000 estimates
tational work in comparison to the original bootstrapwhen computed with the permutation method, compared

to 250,000 estimates in the initial simulation, and al- method. The combination of the permutation approach
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1998 Mapping quantitative trait loci for milk production andand the bootstrap approach can be termed permutation
health of dairy cattle in a large outbred pedigree. Genetics 149:

bootstrapping. 1959–1973.
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APPENDIX: THE ANALOG HPD METHOD
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iteration start step 1 again with a lower initial the position of t
o and the upper endpoint (ue)
is that point wherevalue of ε. If it is not the first round of itera-

tion this is not caused by a too low value for
ε (a marginally lower value for ε would have �

t
o

i�1

f(i) 	 �
L

i�ue

f(i) � 1 � P.
resulted in case 2 and not in case 1 in the
previous round of iteration); it is caused by

This formula has to be solved iteratively. How-the form of the distribution, which is in this
ever, if �2 � �1, then the upper interval end-case not unimodal. To determine the interval
point is the position of t
u and the lower end-endpoints, two differences (�1 and �2) must
point (indicated by le) is that point wherebe calculated:

�
le

i�1

f(i) 	 �
L

i�t
u

f(i) � 1 � P. (A1)�1 � t
o � to

�2 � tu � t
u .
Again, this formula must be solved iteratively.
See also Figure A1B.If �1 � �2 then the lower interval endpoint is

Figure A1.—Calculating confidence intervals
from bootstrap distributions with the analog HPD
method. (A) The hypothetical distribution is uni-
modal. The lower and upper interval endpoints
are built by positions on the simulated chromo-
some of t
o and t
u, respectively. (B) The hypotheti-
cal distribution is not unimodal. The upper inter-
val endpoint is the position of t
u and the position
of the lower interval endpoint is calculated itera-
tively using Equation A1.


