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ABSTRACT
Recent studies have found high frequencies of bacteria with increased genomic rates of mutation in

both clinical and laboratory populations. These observations may seem surprising in light of earlier ex-
perimental and theoretical studies. Mutator genes (genes that elevate the genomic mutation rate) are
likely to induce deleterious mutations and thus suffer an indirect selective disadvantage; at the same time,
bacteria carrying them can increase in frequency only by generating beneficial mutations at other loci.
When clones carrying mutator genes are rare, however, these beneficial mutations are far more likely to
arise in members of the much larger nonmutator population. How then can mutators become prevalent?
To address this question, we develop a model of the population dynamics of bacteria confronted with ever-
changing environments. Using analytical and simulation procedures, we explore the process by which ini-
tially rare mutator alleles can rise in frequency. We demonstrate that subsequent to a shift in environmental
conditions, there will be relatively long periods of time during which the mutator subpopulation can pro-
duce a beneficial mutation before the ancestral subpopulations are eliminated. If the beneficial mutation
arises early enough, the overall frequency of mutators will climb to a point higher than when the process be-
gan. The probability of producing a subsequent beneficial mutation will then also increase. In this manner,
mutators can increase in frequency over successive selective sweeps. We discuss the implications and pre-
dictions of these theoretical results in relation to antibiotic resistance and the evolution of mutation rates.

IN the face of fluctuating environments, organisms sources of beneficial genes are available? In such cir-
that reproduce asexually have a reduced capacity to cumstances, evolution must resort to a second source of

generate variation compared to sexual organisms. Bacte- variation: de novo generation by mutation. But elevated
ria can occasionally undergo genetic exchange due to mutation rates come at a cost: they create deleterious
the wide variety of accessory genetic elements available changes in the genome. In fact, the classical theory of
to them: integrons and gene cassettes, transposons, plas- mutation rate evolution concluded that in sufficiently
mids, and phages. These elements allow bacteria to ex- stable environments, mutation rates evolve to be quite
change genes not only within the narrow bounds of a low (Kimura 1960, 1967; Leigh 1970, 1973; Eshel
given species, but also across far wider phylogenetic 1973a,b; Painter 1975; Gillespie 1981; Liberman and
divides than those typically bridged by sexual eukaryotes Feldman 1986; Altenberg and Feldman 1987). In gen-
(Levin and Bergstrom 2000; Ochman et al. 2000). As eral, we do indeed observe low mutation rates and elabo-
the rapid spread of antibiotic resistance by horizontal rate mechanisms of DNA repair, which presumably
transfer so strikingly and frighteningly illustrates, bacte- evolved to keep mutation rates low (Drake et al. 1998;
ria can and often will acquire beneficial genes from Miller 1998; Sniegowski et al. 2000). And, until recently,
external sources, so long as these genes exist somewhere all was in place: intuition, formal theory, and experimen-
in the prokaryotic world (Levin and Bergstrom 2000). tal observations all supported the proposition that al-
We have suggested elsewhere that spatially and tempo- though higher rates of mutation can appear occasionally,
rally varying environments may be the driving forces mutation rates in bacterial populations would remain
behind the evolution and maintenance of many mobile low and mutator alleles (alleles elevating the genomic
genetic elements (Bergstrom et al. 2000). mutation rate) would not be selected.

What happens when bacteria are faced with novel or In recent years, however, researchers have begun to
fluctuating environmental conditions and no external uncover high frequencies of mutator genes in natural

or clinical (LeClerc et al. 1996; Matic et al. 1997; Bucci
et al. 1999; Oliver et al. 2000; Björkholm et al. 2001)
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a population, beneficial mutations will first appear in a
nonmutator individual 99.9% of the time simply because
the latter are present in vastly greater numbers. Further-
more, the mutator subpopulation will take, on average,
1000 times as long as the larger nonmutator subpopula-
tion to acquire the same beneficial mutation. Experi-
mental studies confirm this basic intuition: in Escherichia
coli populations exposed to novel environmental condi-
tions, mutators are unable to invade when rare (Cox and
Gibson 1974; Chao and Cox 1983; Chao et al. 1983;
Giraud et al. 2001).

Given this daunting accord between theory and obser-
vation, how do mutators ever reach high enough fre-
quencies to be detected, let alone to have an appreciable
effect on the process of bacterial evolution in response
to environmental variation? In this study we show that
one answer lies in the relative timing of the generation
of beneficial mutations on mutator and nonmutator back-
grounds. While the small mutator subpopulation is un-
likely to be the first to generate a beneficial mutation,
it is likely to generate this beneficial mutation before
most similarly sized subsets of the nonmutator subpopu-
lation. This relative timing advantage turns out to be suf-
ficient to allow mutators to ascend in many cases. We
begin with a simulation model in which the environ-
ment changes stochastically at a low rate (simulationFigure 1.—Timing of events during multiple sweeps: simu-
model). In analytical model we present an analyticallation with parameters from Table 1. Top, frequencies of muta-

tors (solid line) and nonmutators (dashed line) over time. approximation to this first model, which examines the
Thick vertical lines indicate environmental shifts. Bottom, fre- details of a single selective sweep. We then discuss the
quencies for the same run of the parent subpopulations from implications of this theoretical study for the problems
which mutations arise. Thin lines, “unevolved” lineages; thick

of acquired antimicrobial resistance and how this theorylines, evolved lineages. Again, solid lines are for mutators and
can be tested experimentally.dashed lines for nonmutators. The dynamics are described in

Details of the simulation in the appendix.

SIMULATION MODEL

theory is simply that those populations probably faced We begin with a simulation model of the population
environments that fluctuated rapidly enough to favor dynamics of mutator genes. Consider a large population
mutator genes and that such fluctuations may be very of bacteria, composed of both nonmutator and mutator
common for bacteria. These observations prompted the- cells. The mutator type is rare; it starts at a frequency
orists to revisit the subject of bacterial mutation rates to of 10�5. Although this may seem like a high frequency
understand it in closer detail (Taddei et al. 1997; Gerrish of mutators (amounting to 105 mutator cells in a popu-
1998; Gerrish and Lenski 1998; de Visser et al. 1999; lation of 1010), it is a reasonable number at mutation-
Field et al. 1999; Johnson 1999a,b; Tenaillon et al. 1999, selection balance (Johnson 2000).
2000; Masel and Bergman 2003). We propose an alter- Both the mutator and nonmutator strains can adapt
native to the models developed in this recent renaissance or evolve to the current environmental conditions by
of mutator gene evolution theory and offer a resolution generating a beneficial mutation. Prior to a shift in en-
to the following problem. vironmental conditions, we assume that there is a single

Both experiments and theory suggest that the fate advantage-conferring phenotype that the nonmutator
of mutator alleles will depend critically on their initial and mutator subpopulations have the opportunity to
frequencies. Whatever their long-term advantages may acquire through mutation. Mutator cells generate the
be, mutators will be at a disadvantage when initially rare. mutation at a higher rate (�m) than nonmutator cells
Cox and Gibson (1974), Chao et al. (1983), and Chao (�n). This gives us four possible genotypes: “unevolved
and Cox (1983) offer a simple and elegant explanation. nonmutators,” “unevolved mutators,” “evolved nonmu-
For example, consider a rare mutator allele in a large bac- tators,” and “evolved mutators.” We track the number
terial population. Suppose the mutator gene increases the of cells of each genotype over time t , labeling these n(t),
mutation rate substantially (say, 100-fold) but is initially m(t), N(t), and M(t), respectively.

The advantage conferred by the beneficial mutationpresent at a very low frequency (say, 1 � 10�5). In such
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TABLE 2TABLE 1

Parameter values used in calculations Essential notation used in analytical model

n No. of nonmutator cellsn 108 or 1010 cells
m0 105 cells m(t) No. of mutator cells at time t

N(t) No. of nonmutators with beneficial mutation at time t�n 5 � 10�9/cell/generation
�m 4 � 10�7/cell/generation M(t) No. of mutators with beneficial mutation at time t

m0 No. of mutator cells at the beginning of a time cycleb 0.1/cell/generation
s 0.002/cell/generation �n Mutation rate of nonmutators per cell division

�m Mutation rate of mutators per cell division
g Strength of mutator (�m/�n)
W Time until appearance of beneficial mutant from

nonmutator subpopulationis expressed as a growth advantage b relative to cells
X Time until appearance of beneficial mutant fromwithout that mutation. We assume bacteria with mutator

mutator subpopulationgenes have an intrinsic disadvantage (s ; because of the b Growth rate of cells with beneficial mutation
higher rate of generating deleterious mutations) both s Cost of being a mutator
in the ancestral state and when carrying the beneficial t* Time at the end of a cycle (at completion of selective

sweep)mutation. Thus evolved mutators have the growth ad-
t Average length of a cyclevantage b � s over unevolved nonmutators. With proba-
�m Rate of appearance of beneficial mutation in mutatorbility 0.002 per generation, the environment changes;
�n Rate of appearance of beneficial mutation in

each time this occurs, the evolved lineages lose their fit- nonmutator
ness advantage (and mutators retain their fitness costs). ṽ Time from appearance of an evolved mutator that

breaks even until the end of cycleWe provide the details of the dynamics in the appendix,
R Log gain made by mutator at the end of cyclein Details of the simulation.

In Figure 1, we follow the changes in the nonmutator
and mutator populations during the course of a simula-
tion in which the mutators eventually dominated the tion in the remaining 11% of runs. Of course, if the

mutator-bearing subpopulation were initially larger, thepopulation. The parameter values used for this simula-
tion are presented in Table 1 and are based on the es- frequency of successful outcomes would have been

greater. Conversely, if the mutator subpopulation hadtimates provided in Chao and Cox (1983). In this run,
the first beneficial mutation occurred in the nonmuta- been smaller, then even fewer runs would have ended

with mutators present at high frequency.tor subpopulation and, while that mutant began to rise
Several features of the trajectory shown in Figure 1 arein frequency, the mutator subpopulation declined slowly

common to virtually all trajectories in which mutatorsdue to its intrinsic disadvantage. Before the first environ-
reached high frequencies. First, the mutator need notmental change, a beneficial mutant appeared in the
be the first to generate the benefical mutation. It just hasmutator population, so that by the time of the environ-
to acquire that mutation before its frequency declines toment shift, the frequency of the mutator was boosted
the point where it is too rare to get the beneficial muta-higher than its initial frequency. Consequently, the
tion at all. Second, the mutator subpopulation reachesprobability of a beneficial mutation occurring in the
high frequency not in a single selective sweep, but rathermutator subpopulation increased dramatically. Environ-
in a series of smaller steps, during the course of a num-mental changes continued to occur, and each time the
ber of changes in environmental states. Third, althoughmutators acquired a beneficial mutation, their absolute
the mutator can climb in frequency in steps, we notenumbers as well as their frequency increased; with each
that it occasionally declines in frequency.increase in size there was a corresponding increase in

the probability of acquiring another beneficial muta-
tion. Eventually, the size of the mutator subpopulation

ANALYTICAL MODELincreased to the point at which, because of the higher
mutation rate, this subpopulation became more likely To gain a more detailed understanding of the dynam-
than the nonmutator subpopulation to acquire a bene- ics of this process, we construct a simple analytical model
ficial mutation following an environmental change. that focuses on the dynamics observed during a single en-

While the mutator population eventually dominated vironmental cycle as simulated in the previous section.
in the simulation depicted in Figure 1, success of the While this approach will not capture everything about
mutator gene occurred in only �20% of the 1000 simu- the full process as it extends over a series of environmen-
lation runs performed with this parameter set and initial tal changes, it will be helpful in characterizing the proba-
conditions. In 69% of the runs the subpopulation bear- bility that a mutator phenotype ascends. Our notation is
ing the mutator gene declined to a frequency of 10�10 summarized in Table 2 and the process is diagrammed
before the end of the simulation at generation 2500. in Figure 2. As in the simulation, we assume the popula-

tion is composed of nonmutator and mutator cells. TheThe mutator persisted without dominating the popula-
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Figure 2.—Timing of events during
a single selective sweep. A typical time
cycle is shown, in which the evolved non-
mutator has arisen before the evolved mu-
tator. (A) The case where n�n fn � 1. (B)
The case where n�n fn � 1. The dashed
lines indicate the trajectories of mutators
that would exactly recover their original
density by the end of the time cycle. That
is, these are mutator lineages that “break
even.” See text and Table 2 for descrip-
tions of notation and time intervals.

major differences between the simulation and this ana- the dynamics to keep the population size constant, and
the selective advantages enjoyed by the evolved typeslytical model are that in the latter (i) time is continuous
are the fitnesses relative to the unevolved nonmutator.rather than discrete, (ii) the number of unevolved non-

Rate of appearance of successful mutants: Let �n bemutator cells n is approximated as constant, and (iii) the
the rate at which beneficial mutations destined to sur-numbers of evolved mutators and nonmutators (M and
vive drift appear in the subpopulation of unevolved non-N) increase exponentially.
mutators. Similarly, �m is the rate at which beneficialWe limit our analysis to the period of time beginning
mutations surviving drift appear among unevolved mu-with the occurrence of an environmental shift and end-
tators. On average,ing once a beneficial mutant from the nonmutator pool

has exponentially increased in number (at rate b) until
�n � n�n fn (1)

it reaches size n, at time t*. We call this period a time cycle.
andThe end of the time cycle here corresponds in the simu-

lation model to the time at which the evolved nonmu-
�m � me�m fm, (2)tator reaches an appreciable fraction (e.g., one-half) of

the total population. Concomitantly, the unevolved non- where fn is the probability of fixation of each new evolved
mutators slowly decline in the simulation; therefore, as an nonmutator at the time of its appearance, fm is the proba-
approximation in this section, we let n remain constant bility of fixation of each new evolved mutator, and me

during the time cycle. In Definition of time cycle (appendix) is the effective population size of mutators during a time
we justify this assumption by showing that the number of cycle of average length. We postpone discussing our
unevolved nonmutators stays large (�n/2) throughout choice of me until after describing the dynamics of the

various cell types.the time cycle. Hence, there is no need to normalize
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We use the probability of fixation of a mutant as ap- tants after the first generation. We can approximate the
dynamics of N with the equationproximated by diffusion theory (Kimura 1983),

dN
dt

� bN � n�n fn. (8)1 � e�2	

1 � e�2Nev	
, (3)

Using the initial condition N(0) � n�n fn, the solution
where 	 is the fitness advantage of the mutant over the to this differential equation is
dominant strain in the population and Nev is the variance

N(t) � n�n fn(1 � 1/b)e bt � n�n fn/b , (9)effective population size. Because the number of un-
evolved nonmutators (n) is set to be large throughout which we use to replace Equation 6 in this case. The
the time cycle, 	 � b in the case of evolved nonmutators, appearance and increase of evolved mutators is mod-
and 	 � b � s for evolved mutators. For bacterial cells, eled in the same way as in case 1.
which replicate by binary fission, the distribution of the We stress that the frequencies of the evolved cells will
number of offspring is 0 or 2 with equal probability, not always change in exponential fashion. However, if
the variance in offspring number is 1 (Johnson and the evolved mutator arises after this exponential period,
Gerrish 2002), and Nev equals the very large total num- this will inevitably lead to the dramatic loss of mutator
ber of cells. Hence, as reasonable approximations we numbers. In this case we can thus assume that M is zero
can write at the end of the cycle. Alternatively, if the evolved mu-

tator arises before the evolved nonmutator, the approxi-fn � 1 � e�2b

mations may not be an adequate description of the
fm � 1 � e�2(b�s). (4) subsequent dynamics, but this is not a concern because

at that point, we already know what we wanted to find
Dynamics: Let W be the time at which the first evolved out—that the mutator has ascended.

nonmutator that avoids immediate loss while rare ap- We can now return to the effective population size
pears in the population, and let X be the time at which of unevolved mutators me, which we model by using the
the first evolved mutator avoiding loss appears. We harmonic mean of m(t) [with m(t) as given by Equation
model the appearance of the beneficial mutation in 5] over the time cycle of average length (t ):
the nonmutator subpopulation in two different ways
depending on the magnitude of the supply of successful me �

m0st
e st � 1

. (10)
beneficial mutations per generation. If �n � n�n fn � 1
(case 1), the waiting time for a mutation that survives

We use me instead of the initial number of mutators m0drift is an exponentially distributed random variable. because m(t) declines over time, along with the supply
Alternatively, if �n � n�n fn � 1 (case 2), the nonmutator rate of beneficial mutations among mutator cells. It
subpopulation immediately generates multiple (n�n fn) is a conservative assumption in that it does not favor
beneficial mutations that avoid loss by drift. In this case, mutators.
W � 0. Evolved mutators that survive drift are assumed The average length of a time cycle is the average time
to proliferate at rate b � s until the time cycle ends. it takes for the successful beneficial mutation to arise

Case 1: n�nfn1 � 1. We assume the waiting times until [E(W) � 1/�n] plus the time it takes for that mutation
successful mutants arise are distributed as follows: W � to reach size n. That is,
Exp(�n) and X � Exp(�m). The dynamics are described
by

t � �
1

n�n fn

�
ln(n)

b
if n�n fn � 1

1
b

[ln(1 �
b

�n fn

) � ln(1 � b)] if n�n fn � 1. (11)m(t) � m0e�st (5)

N(t) � �e b(t�W ) if W 
 t
0 if 0 
 t � W (6) Log change in number of mutators: We now turn to

the statistical properties of the gain made by the mutator
subpopulation during the course of a given selectiveM(t) � �e(b�s)(t�X ) if X 
 t

0 if 0 
 t � X. (7)
sweep. Define R � ln(m(t*)) � ln(m0); this is the change
in frequency of the mutator over the course of a singleWe note that this system slightly underestimates the rate
time cycle, as measured on a logarithmic scale. If for aof increase of successful mutants because in the cases
given cycle R � 0, the mutator has increased in fre-where the beneficial mutation rises faster than expected
quency. Using the waiting time distributions of W andby chance due to drift, the allele is more likely to persist
X, we can derive the probability density function of R(Otto and Barton 1997).
(see the appendix: The distribution of R).Case 2: n�nfn � 1. Here, multiple beneficial mutations

The expected log change in mutator number is
arise in the first generation and survive drift. In fact,
there is an ongoing supply of successful beneficial mu- E(R) � (b � s)[t � (1/�m � ṽ)], (12)
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These two probabilities are easily computed from the
cumulative density function (CDF) of R , given in The
distribution of R in the appendix. Generally,

Pr(R � r) � 1 � Pr(X � W)e��m(w̃�ṽ�r /(b�s )), (13)

where in case 1 (n�n fn � 1) Pr(X � W) � �n/(�m �
�n) and w̃ � ln(n)/b, and in case 2 (n�n fn � 1) Pr(X �
W) � 1 and w̃ is as given in the second part of Equation
11. Note that w̃ is the duration of time from the appear-
ance of the evolved nonmutator until the end of a time
cycle.

We next explore how PI and PJ are affected by key
parameters. Figure 4 shows these two quantities as func-
tions of the initial number of mutators m0, the fitness
advantage of the beneficial mutation b, and the mutatorFigure 3.— The expected log increase E(R) of the mutator
strength g � �m/�n. We used two different values forover the course of a selective sweep, as a function of the initial

size of the mutator subpopulation m0. The function is given n, requiring the two alternative cases: when n � 108,
by Equation 12. The parameter values used for this function n�n fn � 1 (Figure 4, left column), and when n � 1010,
are given in Table 1. n�n fn � 1 (Figure 4, right column). To check the analyti-

cal model against the simulation model, we ran the
simulation multiple times over a single time cycle andwhere t is the average length of the time cycle, as given
kept track of the fraction of times the mutator suc-above, and where ṽ is the time from the appearance of
ceeded. The simulation was run for many different pa-the evolved mutator until the end of a cycle such that
rameter values as shown in the figure.the mutator strain would exactly recover its original

In natural populations, the frequency of mutators canpopulation size. From (7) and Figure 2 we can write
be very low if selective sweeps in nonmutators periodi-ṽ � ln(m0)/(b � s). The quantity (1/�m � ṽ) is the
cally eliminate mutators. On the other hand, if mutationaverage time for an evolved mutator to appear plus the
rates toward mutators are high, the mutator frequencyamount of time necessary for the mutator to break even.
can be quite high: as high as 2% at “mutation-indirectFor the parameter values considered (Table 1), this
selection balance” (Johnson 2000). These considera-quantity is �t because on average the mutator generates
tions, along with uncertainties inherent in measuringthe benefical mutation much later than would be neces-
these mutation rates, suggest that a broad range of muta-sary for the mutator to break even. Hence, with b � s �
tor frequencies should be considered: we use frequen-0 by assumption, E(R) will almost always be negative.
cies of �10�6 to �10�2.Should the average time for the evolved mutator to

A comparison between Figure 3 and the top two graphsappear exactly equal the time required for an evolved
of Figure 4 shows that while the expected log gain of themutator to break even, then we would have E(R) � 0.
mutator strain can be extremely low when its initialWhen mutators are rare, if we consider only the mean
numbers are low, the probability of making a gain is non-change in mutator population size, mutators face a dire
negligible for exactly the same parameter values. In-fate. Figure 3 shows E(R) for the parameter values in
deed, when n � 108, for a large proportion of the timeTable 1 as a function of the initial mutator subpopula-
the mutator increases, it also hits the jackpot. Althoughtion size m0.
each particular mutator cell is overwhelmingly likely toProbabilities of increase and jackpot: While the aver-
be lost, the probability that at least one mutator cell inage change in frequency, E(R), suggests a general fail-
that subpopulation will succeed is substantial. We noteure of the mutator to establish itself, if we examine the
the distinction between rarity in numbers and rarity inprobability of success, a different story emerges. To il-
frequency. In our model, mutators are more likely tolustrate this, we consider two probabilities. Let PI �
produce beneficial mutations when they are in largePr(R � 0) be the probability that the mutator has in-
numbers, even when their frequency is low in a largecreased in number after the selective sweep, and let
total population. However, mutators also benefit fromPJ � Pr(R � r J) be the probability that the mutator has
being relatively common because nonmutators are thenincreased to at least the “jackpot size” by the end of the
less able to drive them out though selective sweeps.selective sweep. We define the jackpot size, J , as the

Curiously, the success of mutators is not greatly af-population size of mutators such that each of the two
fected by the fitness advantage b conferred by the muta-subpopulations, mutator and nonmutator, has an equal
tions that they facilitate (see middle two graphs of Fig-chance of producing the next beneficial mutation. In
ure 4). This relative insensitivity results from the balanceother words, the jackpot size is m such that �m � �n ; so

J � (n�n fn(e st � 1))/(st �m fm) and rJ � ln(�n/�m). of two countervailing factors. On the one hand a rare
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Figure 4.—Comparison be-
tween simulation and analyti-
cal approximation. Left column,
n � 108 (n�nfn � 1); right col-
umn, n � 1010 (n�n fn � 1). The
vertical axis represents the prob-
ability that by the end of a time
cycle the mutator strain has in-
creased in frequency (PI ) or hit
the jackpot or better (PJ ). Each
point represents 1000 simula-
tions. The variable g is the mu-
tator strength, i.e., �m/�n, which
is varied while �n is kept con-
stant. Apart from the varied pa-
rameters, the parameter values
are given in Table 1.

mutator is better able to survive genetic drift when b is that occur during the period where the beneficial muta-
tion has yet to reach fixation in the population. By doinghigh, i.e., when beneficial mutations have a large effect.

On the other hand, the larger the effect of these benefi- so, we have been able to estimate the probabilities that
mutators make a net gain following an environmentalcial mutations, the faster the evolved nonmutator is able

to sweep through the population—and thus the shorter shift. This allows us to explain the puzzles with which
we started: how the mutators often manage to increasethe time window during which the mutator has the

opportunity to generate its own beneficial mutation. in frequency despite the dual challenges that they are
not the first to acquire the beneficial mutation, and thatIn our model, the strength of the mutator g � �m/�n

has the effect of monotonically increasing mutator suc- in the expectation, they will undergo a large decline in
frequency. We have not treated the dynamics that occurcess. We note, however, that this effect is an artifact of

the way our model is set up. In reality, increasing g subsequent to fixation of the beneficial allelle (on what-
ever combination of mutator or nonmutator background),would also increase the deleterious effects of the muta-

tor (i.e., s would also increase), so that we would expect as this phase of the dynamics is not central to explaining
these puzzles. Nonetheless, the reader may note that ifsomething like a bell-shaped function, as discussed by

Orr (2000). An extension of this model should take this the cost of accelerated mutation rate s is sufficiently
small and the rate of environmental change is not toophenomenon into account by modeling the deleterious

effects explicitly. slow, genotype frequencies will not change appreciably
once the beneficial mutation has swept through theIn this section we have analyzed only the dynamics
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population on any combination of mutator and nonmu- our results are to deviations from the scenario consid-
ered in this particular incarnation of the model is atator background. In this case, the dynamics simulated

in simulation model will be closely approximated by question that can and should be addressed theoretically.
As we consider later, the properties of this model leadthe dynamics treated here, followed by a period of no

change in genotype frequencies that extends until the to predictions that can be tested empirically.
Third, while we have modeled environmental changes,next environmental shift.

we have not explored the effect of the rate of these
changes. Classical theory (Kimura 1967; Levins 1967)

DISCUSSION
has suggested that in the long run this rate should affect
the success of mutators. When the rate is too low, theMutators can succeed: We have demonstrated that in

continually changing environments where the adapta- opportunities for creating innovations vanish, and low
mutation rates are favored. When the rate of environ-tion to any given environmental state is independent of

the adaptation to other states, mutator genes can climb mental fluctuation is too high, rare mutators will never
have the chance to increase in frequency. According toto prominence by associated selection (i.e., by hitchhik-

ing) with the linked beneficial mutations they generate. these models, increased mutation rates are favored
when the rate of fluctuation is appropriately matchedWe have shown that even when mutators are extremely

rare, there is a substantial probability that they will in- to the dynamics of fixation. In our model, the times
between environmental shifts are long enough to allowcrease in frequency. We see this nonequilibrium analysis

as a reminder that the average behavior of a process is roughly one fixation event. The consequences of this
assumption should be examined further in a more gen-sometimes an inadequate descriptor of the system as a

whole. Although mutators are often lost in our model, eral model. For further discussion, see Travis and
Travis (2002). Again, we do not know to what extentin reality there would be recurrent mutation to the mu-

tator state, and even if they are occasionally lost, organ- these conditions occur in nature.
Comparisons with other models: In this study we haveisms carrying a mutator gene would eventually domi-

nate. “Eventually,” however, could be a very long time focused on how mutator genes rise in frequency when
they are initially rare. An alternative explanation for thisso that we should be unsurprised to sometimes observe

low mutator frequencies even in systems that do con- has been provided by Taddei et al. (1997) and Tenaillon
et al. (1999). In their model, mutators ascend in fre-form to the assumptions of our model.

While our model answers the questions we raised, we quency because they increase the probability of produc-
ing adaptive characters that require multiple mutations.recognize its limitations. First, we have not considered

a number of phenomena that would also influence the The way this process works can be seen with a simple
thought experiment in which two mutations are ac-dynamics of this process. Most prominent of these are

multiple mutations in a given environment (Taddei quired in rapid succession. Suppose that, in a popula-
tion of 1010 bacteria, the frequency of mutators is 10�5et al. 1997; Tenaillon et al. 1999), clonal interference

(Gerrish and Lenski 1998), and genetic exchange and the more-fit phenotype requires two independent
mutations, each occurring at rate 10�8 in the nonmuta-(Johnson 1999b; Tenaillon et al. 2000). We discuss

some of these issues in more detail below. We expect tor subpopulation and 10�5 in the mutator subpopula-
tion. Assuming that neither mutation is present in thethat our qualitative conclusions about the role of timing

of mutations in the success of mutator genes will hold initial population (an assumption that may be unlikely,
depending on the nature of the mutation in question),with more general variants of this model.

Second, it is not clear how commonly environmental we see that—despite the 105-fold difference in their
population sizes—the mutator subpopulation will gen-changes and fitness relationships of the type considered

in this model occur in natural populations of bacteria. erate the two adaptive mutations at �10 times the rate
of the nonmutator subpopulation: (105 � 10�5 � 10�5)/How often does a mutation augment fitness in one envi-

ronment while remaining selectively neutral or deleteri- (1010 � 10�8 � 10�8) � 10. Here, we emphasize that
mutators are able to succeed even in cases where onlyous in another? Whatever the natural prevalence of such

scenarios, we suggest that the all-too-common human a single genetic change is required for the adaptive
phenotype. The mutator subpopulation does not haveintervention of antibiotic treatment and prophylaxis ap-

proximates the scenario that we have modeled. The to be the first to acquire the adaptive phenotype, so long
as it acquires this phenotype substantially sooner thannecessary conditions are as follows: (1) the intensity of

antibiotic-mediated selection is less than absolute (resis- the nonmutator subpopulation relative to its initial popu-
lation size.tant bacteria have an advantage but sensitive bacteria

can also grow); (2) resistance can arise by single muta- Although their study was experimental rather than
theoretical, Mao et al. (1997) also present an alternativetions; (3) different antibiotics are used sequentially; and

(4) resistance to one drug is independent of resistance model for the ascent of mutator genes when they are
initially rare. How that model works can also be seento other drugs in the sequence. Other environmental

conditions may meet these criteria as well. How robust with a numerical thought experiment. Assume complete
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selection for resistance to an antibiotic (no sensitive bility does not change much over frequency. In fact, it
will decrease slightly with increasing mutator frequency,cells survive) and mutation rates of 10�8 and 10�5 for

nonmutators and mutators, respectively. If a population because increasing the mutator frequency also increases
the number of able competitors.of 1010 cells are plated on agar containing an antibiotic,

there would be �100 resistant nonmutator colonies Predictions: At this juncture we cannot say very much
about the generality of this model for the evolution(1010 � 10�8) and 1 mutator colony (105 � 10�5). Thus,

in one passage, if all colonies were of the same size, the of mutator genes or the prevalence of the necessary
conditions in natural populations of bacteria. We canfrequency of mutator cells would have gone from 10�5

to 10�2. In a second passage with another antibiotic with say, however, that this model has the considerable virtue
of making specific predictions that can be tested empiri-the same total population size and mutation rates for

resistance, the community would be dominated by bac- cally. One way to test the quantitative as well as the
teria carrying mutator genes. That is, there would once qualitative predictions derived from the analysis of this
again be �100 colonies of resistant nonmutators (1010 � model is with experimental populations of bacteria con-
10�8) and 1000 (108 � 10�5) colonies of resistant muta- taining predetermined numbers of mutator and non-
tors. The model considered here is similar (and was in mutator cells already well adapted to chemostat or serial
fact inspired by their experiments) except that in the transfer culture. Using antibiotics or other bacteriocidal
present model, selection for resistance is not absolute. or bacteriostatic chemicals at concentrations below the

In their study of bacterial population genetics, Ger- minimum inhibitory concentrations for a population of
rish and Lenski (1998) examined, among other things, mutators and nonmutators, the sensitive bacterial popu-
the substitution rate of beneficial mutations in an asex- lation would be able to grow, and selection would favor
ual population. Their model takes into account multiple resistant mutants. By manipulating the concentration of
beneficial mutants that compete with each other and the antibiotics, the intensity of this selection could be
hinder the fixation process—an effect they call clonal varied. By transferring washed cells into fresh medium
interference. Of particular relevance to this investiga- with different antibiotics or other chemicals that are
tion is their finding that while the substitution rate in- detrimental to bacteria, it would be possible to mimic
creases with mutation rate, this increase slows down due the conditions specified in the model for the ascent of
to clonal interference. As a result, mutation rates are not mutator genes. With independent estimates of the muta-
expected to increase indefinitely. A law of diminishing tion rates to resistance to the chemicals and the intensity
returns holds. The Gerrish and Lenski analysis also con- of selection, one should be able to use the model to
siders a distribution of values for the selective advantage predict (1) the probability that the mutator will ascend
of mutants, which we do not address here. and (2) the dynamics of its ascent. We could follow the

Frequency-dependence and dependence on initial con- latter using mutator strains with selectable markers.
ditions: Our theoretical model is very similar to the ex- Another prediction of this model (and other similar
perimental models of Chao and Cox (1983) and Chao models) could be evaluated retrospectively as well as ex-
et al. (1983), which consider single adaptive changes. perimentally. If antibiotic-mediated selection of the sort
In both systems, the success of mutators depends on the considered in this model is the reason for the ascent of
initial frequency of mutators in the population. More- the mutator strain, then there should be a positive as-
over, in the data of Chao et al. there appears to be a sociation between antibiotic resistance and mutation rates.
threshold frequency (sometimes called the Edge of Chao’s), In fact, the mutator strain is more likely than the non-
above which fixation of mutators will take place, and mutator strain to be multiply resistant. The findings of
below which mutators will be lost. This phenomenon Oliver et al. (2000) with regard to Pseudomonas aerugi-
should not be confused with frequency-dependent selec- nosa in cystic fibrosis patients are suggestive of this ef-
tion in the classical sense, as defined, for example, by fect. Other models (Taddei et al. 1997; Tenaillon et al.
Lewontin (1958) or Levin (1988). Under disruptive 1999) are also consistent with this observation.
frequency-dependent selection, a frequency exists be- Why mutation rates are low: It is possible that a broad
low which fixation is impossible, and above which fixa- array of environmental conditions favoring the evolu-
tion is certain. tion of higher mutation rates exists in nature. And, as

In the case of mutator dynamics, no systematic force seen above, it is relatively easy to produce models to
produces a threshold of this kind. The apparent thresh- account for the evolution of genes that increase the
old observed in the earlier empirical studies can be overall mutation rate. The next question that must be
explained by models such as ours, in which the probabil- addressed is why mutation rates in bacterial populations
ity of mutator success as a function of the logarithm of are as low as empirical studies have found them to be.
initial mutator frequency is sigmoidal. When consider- We see four general hypotheses for the relative rarity
ing a very wide range of initial frequencies the transition of mutator genes in natural populations of bacteria:
between failure and success may seem sharp when in

1. While their form may vary, almost all of the modelsfact it is not. Another way of putting it is that if we con-
sider the probability of increase per cell, then this proba- for the evolution of increased mutation rates require
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and R. E. Lenski, 1999 Diminishing returns from mutationcontinuous adaptation to novel or varying environ-
supply rate in asexual populations. Science 283: 404–406.

mental conditions. It may well be that the natural Drake, J. W., B. Charlesworth, D. Charlesworth and J. F. Crow,
1998 Rates of spontaneous mutation. Genetics 148: 1667–1686.habitats that bacteria face are relatively stable. Novel

Eshel, I., 1973a Clone-selection and optimal rates of mutation.conditions and the environmental changes may be
J. Appl. Prob. 10: 728–738.

relatively rare. Defective mismatch repair and other Eshel, I., 1973b Clone selection and the evolution of modifying
features. Theor. Popul. Biol. 4: 196–208.mutator genes do not ascend because of their intrin-

Field, D., M. O. Magnasco, E. R. Moxon, D. Metzgar, M. M. Tanakasic disadvantage.
et al., 1999 Contingency loci, mutator alleles, and their interac-

2. As a consequence of intense bottlenecks, bacteria tions: synergistic strategies for microbial evolution and adaptation
in pathogenesis. Ann. NY Acad. Sci. 870: 378–382.with high rates of mutation randomly fix deleterious

Funchain, P., A. Yeung, J. L. Stewart, R. Lin, M. M. Slupska et al.,alleles and decline in frequency. For clever experi-
2000 The consequences of growth of a mutator strain of Esche-

mental demonstrations of this effect in bacteria, see richia coli as measured by loss of function among multiple gene
targets and loss of fitness. Genetics 154: 959–970.Funchain et al. (2000) and Andersson and Hughes

Gerrish, P. J., 1998 Dynamics of mutation and selection in asexual(1996).
populations. Ph.D. Thesis, Michigan State University, East Lan-

3. For selection to favor mutator genes, it is essential sing, MI.
Gerrish, P. J., and R. E. Lenski, 1998 The fate of competing benefi-that the mutator and the beneficial mutations it gen-

cial mutations in an asexual population. Genetica 103: 127–144.erates maintain their linkage relationship. Conse-
Gillespie, J. H., 1981 Evolution of the mutation-rate at a heterotic
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Johnson, T., 1999b Beneficial mutations, hitchhiking and the evo-
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1) � [(1 � b)N(t) � Vn(t)]/K and M(t � 1) � [(1 �Gouyon et al., 1997 Role of mutator alleles in adaptive evolu-
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Tenaillon, O., B. Toupance, H. le Nagard, F. Taddei and B. are approximate, since as N(t) approaches the n(t),Godelle, 1999 Mutators, population size, adaptive landscape
the fitness of M(t) must shift to be relative to evolvedand the adaptation of asexual populations of bacteria. Genetics

152: 485–493. nonmutators rather than to unevolved nonmutators.
Tenaillon, O., H. le Nagard, B. Godelle and F. Taddei, 2000 When the environment changes, n(t) in the new envi-Mutators and sex in bacteria: conflict between adaptive strategies.

ronment is assigned the value n(t) � N(t) from theProc. Natl. Acad. Sci. USA 97: 10465–10470.
Travis, J. M. J., and E. R. Travis, 2002 Mutator dynamics in fluctuat- previous environment, and similarly, m(t) is changed

ing environments. Proc. R. Soc. Lond. Ser. B 269: 591–597. to m(t) � M(t) evaluated before the change. N(t) and
Communicating editor: S. P. Otto M(t) are then reset to zero. The initial conditions, as

given in the main text, are N(0) � M(0) � 0, m(0) � m0,
and n(0) � 1010 � m0.

APPENDIX Definition of time cycle: The time cycle used in the
analytical model is defined as the period following anDetails of the simulation: The population sizes of the
environmental shift, during which a beneficial mutationfour types at time t are as follows: n(t) and m(t) are the
appears in the nonmutator subpopulation and prolifer-numbers of unevolved nonmutators and unevolved mu-
ates until it reaches size n. We narrow our focus on casestators, respectively, while N(t) and M(t) are the num-
in which environmental cycles appear after this event.bers of evolved nonmutators and evolved mutators, re-
For this analysis to be interpreted in the long run, wespectively. Let the total population size be constant.
also assume that the next environmental shift occursCells do not mutate from the nonmutator to the mutator
soon enough after the end of the time cycle so that thephenotype, or vice versa.
gain made by mutators is not substantially deterioratedAt each time step (generation), a beneficial mutation
through their cost s.may arise in each subpopulation. We calculate the prob-

The length of the time cycle t* is the time it takes forabilities of these events as follows. In the case of the
a beneficial mutant destined to survive drift to appear innonmutators, the per-cell mutation rate per generation is
the nonmutator subpopulation (W) plus the time it

�n , so the number of mutations approximates a Poisson
takes for that mutant cell to sweep through the popula-

distribution with parameter �nn(t). Similarly, the num-
tion (w̃). For the purposes of comparing the simulation

ber of mutations that occurs in the mutator population
and the analytical models, let the (varying) number of

is approximately Poisson with parameter �mm(t). Selec- unevolved nonmutator cells in the simulation be de-
tion is included as indicated in the main text. Beneficial noted by n̂(t), and we continue to denote the constant
mutants that newly arise are subject to loss by genetic number of cells in the analytical model by n. Similarly,
drift. In each generation, the number of evolved muta- let the number of evolved nonmutators in the simula-
tors that pass to the next generation is sampled using tion model be N̂(t). Under the assumption that muta-
a Poisson distribution with parameter (1 � b � s)M(t). tors (m � M) remain relatively rare during the time
Similarly, the number of evolved nonmutators that form cycle, the dynamics of n̂(t) and N̂(t) are similar to a di-
the next generation is found by a Poisson distribution allelic haploid selection model whose dynamics are ap-
with parameter (1 � b)N(t). proximately logistic (Crow and Kumura 1970, p. 192),

The equations describing the simulation are therefore leaving aside genetic drift. Thus, with n as the carrying
capacity we can writeKn(t � 1) � n(t) � Vn(t)

KN(t � 1) � N*(t) � Vn(t) N̂(t) � n
1 � ((n � N0)/N0)e�b(t�W )

for t � W , (A2)
Km(t � 1) � (1 � s)m(t) � Vm(t)

where N0 is the initial number of evolved mutators.KM(t � 1) � M*(t) � Vm(t), (A1)
Case 1: (n�nfn � 1). If the mutant were to grow expo-

nentially (Equation 6), then the time taken for N(t) towhere
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reach n from N0 � 1 is w̃ � ln (n)/b. Substituting this
R � �(b � s)U �

b � s
b

ln(n) � ln(m0), (A6)quantity for time in (A2) gives N̂(t*) � n 2/(2n � 1) �
n/2. That is, the end of the time cycle in the analytical

ormodel roughly corresponds in the simulation model to
the time at which the unevolved nonmutators (n̂ � n �

U �
R � k 2

k1

, (A7)N̂) decline to n/2. Because the dynamics are approxi-
mately logistic, n̂(t) spends most of the time period

whereclose to n.
Case 2: (n�nfn � 1). To compare Equation 9 with N̂(t), k1 � �(b � s) � 0, by assumption, (A8)

we need to choose N0 such that the two functions are
andcomparable in the long term (as t* is approached). We

therefore use N(t) � n�n fn(1 � 1/b)e bt instead of (9)
k 2 �

b � s
b

ln(n) � ln(m0). (A9)and set N0 � n�n fn(1 � 1/b). The time cycle in this
case has the deterministic length given by the second

We now transform the distribution of U (A4) using (A6)part of Equation 11. Substituting this time period in
to produce the PDF of the log gain made by the mutator(A2) simplifies to
in a given time cycle (R):

N̂(t*) �
n

1 � (1 � N0/n)(b/(�n fn � b))
.

fR(r) � � fR1(r) �
�m�n

(�k1)(�m � �n)
e��m(r�k2)/k1 if r 
 k 2

fR2(r) �
�m�n

(�k1)(�m � �n)
e�n(r�k2)/k1 if r � k 2 .

Since �n fn � b/(1 � b), N̂(t*) � n/2. Again, we con-
clude that during the time cycle, n̂(t) slowly declines
from n to �n/2. (A10)

The distribution of R: We first present the model for
The cumulative density function (CDF) of R is given bycases where n�n fn � 1. Consider the two exponentially

distributed random variables: X � Exp(�m) and W �
Exp(�n). To find the probability density function (PDF) FR(r) � ��

r

�∞
fR1(y)dy if r 
 k 2

�
k 2

�∞
fR1(y)dy � �

r

k2

fR2(y)dy if r � k 2of U � X � W, we perform the following convolution:

fU(u) � ��
∞

u
fX(x)fW(x � u)dx if u  0

�
∞

0
fX(x)fW(x � u)dx if u � 0. (A3) � �

�n

�m � �n

e��m(w̃�ṽ�r/(b�s )) if r 
 k 2

1 �
�m

�m � �n

e��n(w̃�ṽ�r/(b�s )) if r � k 2 .
The integration limits are given by the constraint that

(A11)

the variables W and X must both be greater than zero.
Because we are generally interested in rare mutatorsWe therefore obtain
(small m0), we focus on the first case of this equation
(r 
 k2). Equation 13 is based on this first case.

The case where n�n fn � 1 follows the same reasoning
fU(u) � �fU1(u) �

�m�n

�m � �n

e��mu if u  0

fU2(u) �
�m�n

�m � �n

e�nu if u � 0. (A4)
but is simpler to derive because W � 0. In this case, the
length of the time cycle is deterministic and also equal
to the duration of the selective sweep: t* � t � w̃ �
[ln(1 � (b/�n fn)) � ln(1 � b)]/b. We next transformFrom Equation 7,
the waiting time until the evolved mutator appears to

ln(M(t*)) � (b � s)(t* � X) produce the PDF of the log gain:
� (b � s)((t* � W) � U). (A5)

fR(r) �
�m

(b � s)
exp���m�w̃ �

ln(m0)
b � s

�
r

b � s ��. (A12)The term t* � W � w̃ is the time taken for a successful
beneficial mutation in nonmutators to reach size n, We can again find the CDF and thus write
which equals the constant ln(n)/b (from Equation 6).

Pr(R � r) � 1 � e��m(w̃�ṽ�r/(b�s )). (A13)Thus


