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The negative effect of permanent contamination of populations
because of spontaneous mutations does not appear to be very high
if judged from the relatively good health of humans or many wild
and domesticated species. This is partly explained by the fact that,
in diploids, the new mutations are usually located in heterozygous
loci and therefore are masked by wild-type alleles. The expression
of mutations at the phenotypic level may also strongly depend on
environmental factors if, for example, deleterious alleles are more
easily compensated under favorable conditions. The present ex-
periment uses diploid strains of yeast in which mutations arise at
high rates because a mismatch-repair protein is missing. This
mutagenesis resulted in a number of new alleles that were in
heterozygous loci. They had no detectable effect on fitness when
the environment was benign. A very different outcome was seen
when thermal shock was applied, where fitness of the mutation-
contaminated clones was lower and more diverse than that of the
nonmutagenized clones. This shows that the genetic load con-
ferred by spontaneous mutations can be underestimated or even
overlooked in favorable conditions. Therefore, genetic variation
can be higher and natural selection more intense when environ-
mental conditions are getting poorer. These conclusions apply, at
least, to that component of variation that directly originates from
spontaneous mutations (as opposed to the variation resulting from
the history of selection).

M ost of the spontaneous alterations in the DNA sequence
are expected to be either neutral or deleterious (1, 2). The
actual impact of new alleles on an organism’s fitness and thus
their role in evolution is likely to depend on environment (3-5).
This problem directly relates to the current debate on the rate at
which mutations affecting fitness appear and can be experimen-
tally detected (1, 2). Research on spontaneous mutations is
difficult because often neither their molecular basis is known nor
can they be completely protected from natural selection during
prolonged accumulation experiments (6). The present work aims
at overcoming these difficulties by using a yeast strain deficient
in a major DNA mismatch repair system such that mutations
were collected rapidly and their nature was known. A former
study showed that such an approach could be fruitful because a
haploid yeast that accumulated a large number of mutations had
significantly reduced fitness under optimal conditions, which
deteriorated even more when the environment worsened (7, 8).
However, from the perspective of human health and conserva-
tion biology, it is particularly interesting to know what would be
the phenotypic effects of a relatively small burden of heterozy-
gous mutations in diploids (9).

The present experiment uses a diploid strain of yeast and a
simple system of turning on and off the mismatch repair system.
One of the genes essential for the majority of mismatch repair,
PMS1, was deleted from its chromosomal locus. However, a
functional copy was present on a plasmid. The mutation rate was
normal in the presence of the plasmid, but, when it was absent,
frame shifts and substitutions increased in frequency by about
two orders of magnitude (10). The starting strain was strictly
homozygous, with two identical alleles in all loci (except for the
mating-type locus). The newly generated alleles, however, were

expected to be heterozygous because it was highly improbable
that both copies of a gene would be mutated. The accumulation
of mutations began when a cell lost its plasmid containing the
wild-type PMSI gene. Mutagenesis continued for about 35-40
generations of vegetative growth and was terminated when the
wild-type gene was reintroduced by transformation. A large
number of replicate lines were established in which the losses,
and hence mutation accumulation, were independent. These
experimental clones were compared with a control group, that
is, clones that were started from single cells of the same strain
as the experimental group, but which were never deprived of the
plasmid and therefore had not experienced an elevated mutation
rate. The performance of both groups was estimated by mea-
suring the maximum growth rate and the density of stationary
phase cultures. The first trait revealed whether a clone was able
to propagate with a normal doubling time; the second deter-
mined whether it exploited all resources before growth ceased.
The two temperatures tested were a benign 30°C and a stress-
ful 38°C.

Materials and Methods

Strain. The strain used to initiate this study was originally derived
from a natural isolate, Y55 (11). Introduction of genetic markers
and other manipulations yielded the clone Y55 2231 Apms1 AHO
MATa his4 leu2 lys2 adel ura3. This strain was transformed with
the plasmid pWBK3 PMSI URA3 (12) and subsequently prop-
agated on media lacking uracil to maintain the plasmid, thus
ensuring that the mutation rate was low. The Y55 2231 /pWBK3-
PMS1 clone was then transformed with a plasmid containing the
HO gene, whose action helped to obtain a homozygous (except
for the MAT locus) diploid clone with the genotype of Y55 2231
(13). This diploid, in which the HO plasmid was lost but the
PMS]I plasmid was still maintained, will be denoted in the
following sections by F because it is considered free of new
mutations.

Mutation Rate. The rate of spontaneous mutation was estimated
by finding how often resistance to canavanine appears. Haploid
and not diploid strains were used because this marker is reces-
sive. Both Y55 2231 and Y55 2231/pWBK3-PMS1 were brought
to stationary phase cultures in a synthetic minimal medium (SM)
enriched with relevant amino acids and nucleotides. They were
then diluted 1:10,000 in a fresh medium of the same composition,
each dispensed to 30 aliquots of 1 ml, and allowed to reach the
stationary phase density. Samples of these replicate cultures
were transferred on plates with the SM medium containing
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relevant enrichments and 60 mg/liter of canavanine. Colonies
were scored after 48 h of incubation. The mutation rates were
determined by a maximum likelihood method (14), followed by
approximate estimation of confidence limits (15).

Mutation Accumulation. Mutations were accumulated in a period
of propagation in which mismatch repair was absent. Mutagen-
esis began with the loss of pWBK3-PMSI from the F strain and
ended with its reacquisition. The procedure involved four steps.
First, the F strain was streaked to single cells on nutrient-rich
YEPD plates. During the growth of colonies, plasmid was
spontaneously lost in some cells. To obtain clones in which the
plasmid had been lost, the colonies from YEPD were restreaked
on a synthetic complete medium (SC) containing 5-fluro orotic
acid (5-FOA). This killed the cells still containing the URA3
gene, and thus the plasmid (16). Next, the very small colonies
that appeared on the 5-FOA medium after 24 h of incubation
were transferred with a toothpick on the YEPD plates for
another 48 h. Finally, the resulting relatively large colonies were
retransformed with the wild-type PMSI. These steps were done
independently for each clone reported in the following sections
as “mutation contaminated” (abbreviated by M).

The control clones were essentially identical to the initial F
clone because they were obtained directly from the latter by
streaking it to single cells on plates lacking uracil and then
maintained and propagated independently from each other on
this medium. Because the wild-type PMSI plasmid was main-
tained, they did not experience a period of propagation with an
enhanced mutation rate.

Fitness Assays. To measure the growth rate at 30°C, the F and M
replicate clones were first grown overnight to stationary phase in
SC without uracil. These were used to inoculate new cultures at
1% of the stationary phase density and then incubated with
vigorous shaking. After the cultures reached “exponential”
growth phase (7), their growth was monitored by measuring
optical density at five time points every 30 min. The assay at 38°C
was somewhat different. The initial stationary phase cultures
were those obtained at 30°C in SC without uracil. From this,
aliquots of 100 ul were transferred to 3 ml of preheated fresh
medium and kept at 38°C with vigorous agitation. Measurements
of optical density were taken every 1 h for up to 11 h. The analysis
of growth rate was based on five measurements. For slow
growing cultures, the last five time points were used. For rapidly
growing cultures, the last five measurements lower than a fixed
value were used. This fixed density, after which the rate of
growth was likely to decrease because of the effect of saturation,
was determined in a pilot experiment. The measurements gath-
ered in both 30°C and 38°C were converted by using a log-normal
transformation, and a regression analysis was performed.

Another trait measured for the F and M clones was the optical
density (ODgg) of cultures at stationary phase. At 30°C, the
density was measured after 24 h of incubation in SC without
uracil. These cultures were used to inoculate the 38°C cultures in
the same way as described in the preceding paragraph. Mea-
surements were then taken after 24 and 48 h.

Statistical Analysis. Two statistics were calculated for the F and M
clones at 30°C and 38°C. One of them was mean, x, and it served
as a measure of central tendency. The second, opportunity for
selection, s /x* where s stands for variance, was used to estimate
variation (17). The latter parameter was chosen over variance
because the mean population densities, and especially growth
rates, were much lower at the stressful than at the benign
temperature (see Results). Standard errors of both statistics were
found by bootstrapping. Testing for differences between the F
and M clones and between different temperatures involved
several planned comparisons. Therefore, the experiment-wise
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type I error was adjusted by using the Dunn-Sidak procedure
(18). Finally, the Welch’s approximate ¢ was used instead of the
standard Student’s ¢ because both the sizes of samples and their
standard errors often differed substantially (19).

Results

Mutation Rate. The rate of spontaneous mutation to canavanine
resistance in the mutator strain (Y55 2231) was 9.64 X 107°, with
the lower and upper 95% confidence limits at 6.79 X 10~ and
1.27 X 1073, respectively. When the same strain contained the
pWBK3-PMSI plasmid, the mutation rate decreased to 2.63 X
1077, with the analogous confidence limits equal to 1.50 X 1077
and 3.86 X 1077,

Growth Rate. The shape of the growth curves indicated that the
increase in population density was truly exponential at 30°C, but
not always at 38°C (data not shown). In many clones, and
especially those contaminated with mutations, the rate of growth
tended to slow down gradually when cultures were maintained in
the higher temperature. Thus, the parameter used to quantify
the rate of growth, the coefficient of regression, should be
interpreted differently for the two temperature regimes. At 30°C,
it was equal to the maximum growth rate, which was constant in
time. At 38°C, however, it should be seen as an average rate of
growth in the tested period of population expansion (see Mate-
rials and Methods for more details).

Fig. 1 presents the frequency distributions of the growth rate
for the clones free of mutations (F) and those contaminated with
them (M) at both temperatures. Statistical comparisons are
provided in Table 1. The data show that the growth rate of the
F and M clones was practically the same at 30°C. At 38°C,
however, the mutation load of the M clones manifested itself as
about a 20% decline in the growth rate when compared with that
of the F clones. Both the F and M clones were approximately
twice as slow at the unfavorable temperature than at the
favorable one, indicating that the higher temperature was indeed
stressful. Variation among F and among M clones was similar at
the mild temperature, but the latter became more variable when
compared at the stressful temperature as indicated by the
increase in “opportunity for selection” (see Materials and Meth-
ods for explanations and Table 1 for statistics).

Stationary Phase Density. The optical density of the cultures was
measured after 24 h of incubation at 30°C, and after 24 and 48 h
of incubation at 38°C. An additional measurement in the higher
temperature was necessary because some cultures did not finish
their growth after the first day. The results are presented in Fig.
2 and Table 2. The densities of the F and M cultures were equal
at 30°C. At 38°C, the cultures of M clones were less dense than
that of F clones by 8% or 6% (measured after 24 or 48 h,
respectively). This difference was smaller than in the case of the
growth rate but remained statistically significant. Furthermore,
the densities at the benign temperature were clearly higher than
at the high one, indicating that the latter environment was indeed
stressful. An interesting result was found when the opportunities
for selection were compared. This measure of variation indicated
that the F clones were not more variable than the M clones in the
benign environment. Nor did the variation among F clones
increase significantly in the harsh environment. The variation
among M clones at 38°C did increase, when compared with the
F clones at 38°C or with the M clones at 30°C. This effect was
visible after both 24 and 48 h of incubation (Table 2). This
indicates that the impact of high temperature was not restricted
to postponing initiation of growth or slowing down its rate, but
also halted growth of different mutation-contaminated clones at
different densities.
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Fig. 1.

Added New or Magnified Existing Effects? The higher decrease in
fitness visible at 38°C can mean that either more mutations
become deleterious or that the same mutations become more
harmful under stress. If the latter were true, clones that were
inferior under benign conditions would be even more so under
stress. Fig. 3 shows how the fitness of mutation-contaminated
(M) clones correlated between the benign and stressful envi-
ronment. There was no correlation in growth rates between 30°C
and 38°C (r = —0.011,7 = —0.172, df = 227, P = 0.863) whereas
such a correlation was statistically significant for stationary
phase densities (r = 0.383, ¢ = 6.152, df = 220, P < 0.0001). The
correlation of the stationary densities was brought about by
relatively few clones (around 10%), which were moderately
affected at 30°C but became clearly inferior at 38°C (Fig. 3B).
This is evidence that environmental stress magnified some
deleterious effects. No such relation was visible in the case of
growth rate (Fig. 34) where many clones of average performance
at 30°C became much more affected at 38°C. This suggests that
these were mutations that were neutral under benign conditions
but became deleterious under stressful ones. There may also
have been clones that grew slower in both environments, but,
if there were, there were too few to produce a significant
correlation.

Frequency distributions of growth rates (1/h) of the control F clones (open bars) and the mutation-contaminated M clones (filled bars).

Discussion

The constitution of organisms may be such that they are not
visibly affected by a moderate load of small alterations in DNA.
The present experiment indicates that this can indeed be the case
when mutations occur in diploids, and therefore are masked by
the wild-type alleles, and the environment is favorable. The
performance of mutation-contaminated clones deteriorated,
however, when they were exposed to a strong stress. A genetic
load was evident in the unfavorable environment because the
mean fitness decreased and its variation increased. This effect
was observed both when the rate of growth after transferring the
cultures to a stressful temperature was determined and when the
final density in this environment was measured. The general
decrease in fitness under stress was probably caused both by an
increase in the number of mutations that were deleterious and
a magnification of deleterious effect of the mutations.

It has been estimated that the mutation rate in wild-type yeast
is about 0.003 per haploid genome per cell division (20). Data
based on several mutational targets suggest that the mutation
rate in mismatch repair-deficient strains can be enhanced by
several hundred times (10). A similar factor applies here because
the increase in mutation rate observed when the PMSI plasmid

Table 1. Means and opportunities for selection calculated for growth rates of clones free of mutations (F) and contaminated with

mutations (M)

Opportunity for selection,

Pair compared Sample sizes Mean growth rates, 1/h X100

A* vs. B* A B A B dft t'E-A) A B dft t'E-a)
F30 vs. M3 127 229 0.418 0.417 2541 —0.083 0.380 0.714 353.9 2.211
F3g vs. Mg 143 266 0.247 0.200 244.9 —7.448** 5.266 9.926 386.7 3.884**
F30 vs. F3g 127 143 0.418 0.247 210.1 —31.84** 0.380 5.266 145.9 7.238**
Msp vs. M3sg 229 266 0.417 0.200 433.9 —47.74** 0.714 9.926 275.7 9.178**

** indicates probability of the type | error lower than 0.001. Critical values of t' were calculated for four planned comparisons.
*A and B serve as variables that should be substituted within each row for appropriate F or M assayed at 30°C or 38°C.
'Degrees of freedom are not natural numbers because they were calculated according to Welsh’s procedure to compensate for unequal sizes and variances of

the compared samples (19).
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M clones (filled bars).

was absent was indistinguishable from estimates obtained with
other mismatch repair-deficient strains (21-23). However, it is
another question how many of those mutations were non-
neutral. A recent study suggests that, when mismatch repair is
absent, the visibly harmful mutations arise at a rate of 0.06 per
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Frequency distributions of optical densities (ODggo) of the stationary phase cultures of the control F clones (open bars) and the mutation-contaminated

diploid cell division (D. M. Wloch, K.S., R.H.B., and R.K,,
unpublished data), of which 40% were lethal. Mutations with
selection coefficients lower than 0.01 could not have been
individually scored, but they were probably even more numer-
ous. These estimates were done only at 30°C. In the present

Table 2. Means and opportunities for selection calculated for stationary phase densities of clones free of mutations (F) and

contaminated with mutations (M)

Mean stationary densities,

Opportunity for selection,

Pair compared Sample sizes ODsgoo X100

A* vs. B* A B A B dft tE-n) A B dft t's-a)
F30/24n VS. M30/24n 127 229 1.537 1.545 204.9 1.119 0.198 0.227 291.3 —0.475
F3s/2an VS. M3s/24n 127 228 1.179 1.081 350.6 —4.907** 0.773 7.184 246.5 3.621%**
F3g/a8h VS. M3g/agh 127 222 1.150 1.077 327.2 —4.420%* 0.394 5.399 226.7 3.363***
F30/24an VS. F3g/24n 127 127 1.537 1.179 219.4 —33.04** 0.198 0.773 131.1 2.075
F30/24n VS. F3g/48n 127 127 1.537 1.150 250.3 —43.65** 0.198 0.394 149.4 1.463
M30,/24h VS. M3g/24n 229 228 1.545 1.081 255.7 —25.37** 0.227 7.184 227.3 3.975**
M30,24n VS. M3g/4gnh 229 222 1.545 1.077 258.2 —29.65** 0.227 5.399 221.4 3.486%**

** and *** indicate probability of the type I error lower than 0.001 and 0.01, respectively. Critical values of t' were calculated for seven planned comparisons.

*Aand B serve as variables that should be substituted within each row for appropriate F or M, assayed at 30°C or 38°C, after 24 or 48 h. Note that all measurements
at 30°C were done only after 24 h, whereas those at 38°C were measured also after 48 h due to slow growth at this temperature.

'Degrees of freedom are not natural numbers because they were calculated according to Welsh’s procedure to compensate for unequal sizes and variances of

the compared samples (19).
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Fig.3. Correlations of the growth rates (A) and stationary phase densities (B)
for the M clones (bearing mutations) when tested in the benign and stressful
environment.

experiment, diploid cells underwent about 35-40 generations
before the repair defect that facilitated mutation accumulation
was restored. Thus, the strains were burdened with about one
lethal and several deleterious mutations. It is remarkable how
efficiently the deleterious and especially the lethal alleles were
masked by their wild-type counterparts when environment was
benign. A similar finding was made when viability of heterozy-
gous mutants was analyzed in Drosophila (24).

The two environments applied in this study are much more
different from each other than a mere difference of 8°C would
suggest. The stressful temperature induces intense transcription
of various shock response proteins that protect existing enzymes
and membranes or participate in the repair or degradation of
damaged proteins (25). The response is rapid because transcrip-
tion of some heat shock-induced mRNAs peaks between 10 and
20 min after temperature shift (26) and is accompanied by a
transient decrease in synthesis of many other proteins (27). It
seems likely that an intense metabolic stress could uncover the
damages caused by spontaneous mutations that were hidden
when the cell was maintained in an optimal environment. This
effect should be most visible when the cells were most chal-

1. Drake, J. W., Charlesworth, B., Charlesworth, D. & Crow, J. F. (1998) Genetics
148, 1667-1686.

2. Lynch, M., Blanchard, J., Houle, D., Kibota, T., Schultz, S., Vassilieva, L. &
Willis, J. (1999) Evolution (Lawrence, Kans.) 53, 645-663.

3. Hoffmann, A. A. & Parsons, P. A. (1991) Evolutionary Genetics and Environ-
mental Stress (Oxford Univ. Press, Oxford).
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lenged. This is probably directly after transferring stationary
phase cells from 30°C to a fresh medium of 38°C, when the cells
would have had to cope both with the thermal stress and the need
to restart the metabolism required for growth. This relatively
short period was not monitored. However, even in the following
interval of a few hours, the difference in the rate of growth
between the control and the mutation-contaminated clones was
conspicuous. Fig. 1 shows that many mutation-contaminated
clones grew considerably slower at the high temperature. There
were mutations that were neutral for this trait in the benign
conditions, but they became deleterious in the stressful ones,
which resulted in a lack of correlation between the two envi-
ronments. Some clones did not reach the stationary phase
density even after 48 h, when any growth ceased (Fig. 2). Thus,
the stress not only slowed down the startup of many clones but
also prevented reaching maximum density by some of them. The
minority of clones that were inferior even at the final measure-
ment probably carried some serious defects that did harm even
in the benign environment, although much smaller (Fig. 3B).

The general conclusion is that fitness of mutation-
contaminated organisms could seriously decrease if environ-
mental stress were frequently encountered. This is expected to
be true not only for thermal stress but also for chemical agents,
osmotic pressure, radiation, or starvation because the physio-
logical response to those stresses has been shown to be similar
to that of heat shock (28). The present work shows that a harsh
environment can enhance genetic load conferred by preexisting
mutations. Another recent study suggests that environmental
stress may also enhance the rate at which mutations arise (29).

Hoffmann and Merilé (30) argue that understanding whether
and how genetic variation changes under environmental stress is
difficult because the history of the studied population is often
unsure. For example, one cannot rule out the possibility that
alleles deleterious to fitness in unfavorable conditions have been
maintained in a population because of their hypothetical advan-
tages in other habitats. In addition to antagonistic pleiotropy
(31), purging selection (32, 33) and the ascendance of compen-
satory mutations (34, 35) can modify the spectrum of deleterious
alleles when they are either accumulated in long-term experi-
ments (36—40) or sampled from extant populations (41-44). This
criticism can be applied, at least partly, to those of former
experiments that did report enlargement of deleterious effects by
harsh environmental conditions or intraspecific competition (40,
45, 46). In this experiment, propagation was only the number of
generations to go from a single cell to a colony. This resulted in
the accumulation of mutations that were “new” and represented
a relatively unbiased sample of deleterious alleles. Thus, the
present work shows unambiguously that stress can help to
differentiate between genetically loaded and unloaded individ-
uals. This was shown in the noncompetitive fitness assays,
although also for yeast it has been shown that competition can
help in uncovering differences in growth rate (47). Enlargement
of genetic variation resulting from spontaneous mutation would
lead to more efficient action of natural selection. Because the
mutational pressure is omnipresent and the physiological re-
sponse to environmental stress is similar in many organisms (48),
the results of this study may be of general significance.
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