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Spontaneous neuronal activity distinguishes human
dorsal and ventral attention systems
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On the basis of task-related imaging studies in normal human
subjects, it has been suggested that two attention systems exist in
the human brain: a bilateral dorsal attention system involved in
top-down orienting of attention and a right-lateralized ventral
attention system involved in reorienting attention in response to
salient sensory stimuli. An important question is whether this
functional organization emerges only in response to external
attentional demands or is represented more fundamentally in the
internal dynamics of brain activity. To address this question, we
examine correlations in spontaneous fluctuations of the functional
MRI blood oxygen level-dependent signal in the absence of task,
stimuli, or explicit attentional demands. We identify a bilateral
dorsal attention system and a right-lateralized ventral attention
system solely on the basis of spontaneous activity. Further, we
observe regions in the prefrontal cortex correlated with both
systems, a potential mechanism for mediating the functional
interaction between systems. These findings demonstrate that the
neuroanatomical substrates of human attention persist in the
absence of external events, reflected in the correlation structure of
spontaneous activity.

blood oxygen level-dependent signal | functional MRI |
functional connectivity | orienting | synchrony

ttention is not a unitary function: Limitations of resources

and the need for selection arise at different levels of
processing and in different cognitive domains including percep-
tion, action, language, and memory (1, 2). A major advance has
been the recognition that separate neural mechanisms/systems
mediate different aspects of attention (3). One of the better
studied forms of attention is visual orienting, i.e., the ability to
select stimuli for action. On the basis of behavioral, neuroim-
aging, lesion, and electrophysiological studies, a model has been
proposed that suggests that different attentional operations
during sensory orienting are carried out by two separate fron-
toparietal systems, a dorsal attention system and a ventral
attention system (for review, see ref. 4). The dorsal system is
bilateral and composed of the intraparietal sulcus (IPS) and the
junction of the precentral and superior frontal sulcus (frontal eye
field, FEF) in each hemisphere. It is involved in voluntary
(top-down) orienting and shows activity increases after presen-
tation of cues indicating where, when, or to what subjects should
direct their attention (5-12). The ventral system is right-
lateralized and composed of the right temporal-parietal junction
(TPJ) and the right ventral frontal cortex (VFC). This system
shows activity increases upon detection of salient targets, espe-
cially when they appear in unexpected locations (5, 7, 13, 14).
Activity increases also are observed in the ventral system after
abrupt changes in sensory stimuli (15), at the onset and offset of
task blocks (16), and at the end of a completed trial (17).
Although we refer to the core regions of these systems as if they
were homogeneous elements (e.g., IPS or FEF), each contains
multiple functional subcomponents (5-7, 18, 19). However, for
each region, there appears to be functionality common across its
subcomponents, providing the basis for the classification into
dorsal and ventral attention systems (4).
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These two systems appear to cooperate and interact during
normal behavior. For example, the attention-capturing effect of
salient stimuli is regulated closely by ongoing internal goals.
Distracters that are part of a task set (e.g., a red hat when
searching for a friend in the crowd wearing a red sweater) are
much more attention-grabbing than distracters that are not (e.g.,
a green hat). Correspondingly, the ventral system reacts more
strongly to task-relevant than irrelevant distracters (20) and
exhibits activity decreases when subjects search for a difficult
target (6). A functional interaction between the dorsal and
ventral system has been proposed such that task-relevant signals
from the dorsal system “filter” stimulus-driven signals in the
ventral system, whereas stimulus-driven “circuit-breaking” sig-
nals from the ventral system provide an interrupt to the dorsal
system, reorienting it toward salient stimuli (4, 21). Although the
mechanism of this functional interaction in unknown, it has been
hypothesized to occur between the IPS in the dorsal system and
the TPJ in the ventral system (4).

It is important to note that the functional anatomy of this
dorsal/ventral model of human attention is inferred from the
results of conventional task-response studies (4). In these stud-
ies, a task or stimulus is used to manipulate attention in a
particular way, multiple trials or epochs are averaged, and brain
regions showing a significant response to the task or attentional
variable are identified. This task-based approach to studying
brain function has a strong precedent (22, 23) and is motivated,
in part, by the conceptualization of the brain as a system
primarily responding to task demands. However, there is an
alternative perspective for understanding brain function that
lends itself to a very different experimental approach. This
alternative perspective suggests that the brain is active even in
the absence of task, primarily driven by internal dynamics, with
external events modulating rather than determining the activity
of the system (24-28). The importance of this alternative view is
supported by the observation that most of the brain’s energy
consumption is in support of intrinsic functional activity (29). In
this perspective, tasks or stimuli are not needed to observe the
functional organization of the brain, rather it can be seen
through patterns of ongoing spontaneous activity.

Recent experiments in both animals and humans have lent
support to this alternative perspective on brain function (25-28,
30-35). For example, orientation columns in the visual cortex
can be observed even in the absence of visual input (27).
Similarly, low frequency (<0.1 Hz) spontaneous fluctuations of
the functional MRI blood oxygen level-dependent (BOLD)
signal show spatially specific coherence patterns in the resting
human brain. Correlations have been noted between regions
commonly modulated together by task paradigms such as so-
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matomotor, visual, auditory, language, task-negative/default,
and task-positive regions including the IPS and FEF (28, 30-34).
In addition to these positive correlations, negative or anticor-
relations have been noted between regions routinely modulated
in opposite directions by attention demanding tasks (28, 35).

These experimental results and the idea that the brain may be
driven primarily by internal dynamics raise new questions re-
garding the neuronal basis of human attention. Specifically, is the
dorsal/ventral model of human attention limited to the descrip-
tion of task-response patterns, or does it reflect a more funda-
mental functional architecture represented in ongoing patterns
of spontaneous activity? To address this issue, we examine
spontaneous BOLD fluctuations in recently acquired resting
state data by using four regions defined on the basis of previously
published studies of attention: IPS and FEF in the dorsal
attention system and TPJ and VFC in the ventral attention
system. First, we determine whether these four regions can be
partitioned into a dorsal and ventral system on the basis of
spontaneous activity. Second, we determine whether there are
differences in the laterality of the systems associated with each
seed region. Finally, we address the question of how these two
systems might interact by testing the hypothesized link between
the IPS and TPJ and describing regions correlated with both
dorsal and ventral seed regions.

Results

Resting-State Correlation Maps Associated with Attentional Seed
Regions. We conducted a metaanalysis of several previous task-
based studies of attention (5-7, 13, 14) and defined four regions
of interest: IPS and FEF in the dorsal attention system and TPJ
and VFCin the ventral attention system (Figs. 6 and 7, which are
published as supporting information on the PNAS web site).
These regions of interest then were used to analyze resting-state
functional MRI data acquired during three conditions: visual
fixation on a crosshair, eyes open during low-level illumination,
and eyes closed (28). Correlation maps were generated for each
of the four regions and each of the three resting-state conditions
by using random effects analysis across the population. Maps of
voxels whose time course was significantly correlated or anti-
correlated (P < 0.01) with the time course of each seed region
are shown for the fixation condition in Fig. 1. Two observations
are of particular importance to the present investigation. First,
the IPS and FEF correlation maps appear similar and the TPJ
and VFC correlation maps appear similar, but the IPS/FEF
correlation maps appear quite distinct from the TPJ/VFC
correlation maps. The second observation is that correlations
with the IPS and FEF are largely bilateral, whereas correla-
tions with the TPJ and VFC are much more unilateral and
largely limited to the right hemisphere. These findings are
independent of the specific size or shape of the seed regions (Fig.
8, which is published as supporting information on the PNAS
web site).

Qualitative observations from these resting-state correlation
maps were supported by quantitative analyses, the results of
which are shown for each resting-state condition in Figs. 9 and
10, which are published as supporting information on the PNAS
web site. Because results of these quantitative analyses were
similar in the three resting-state conditions, we averaged across
them, the results of which are described below and shown in
Fig. 2.

Quantitative Partitioning of Regions on the Basis of Spontaneous
Activity. The first set of quantitative analyses addressed the issue
of whether the four attentional seed regions were related equally
in their spontaneous activity or whether they should be parti-
tioned into two systems. Three analyses were used to address this
issue (Fig. 2). The first analysis examined the correlation coef-
ficient between the time courses of all possible pairs of regions
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Fig. 1. Zscore mapsshowing voxelssignificantly correlated or anticorrelated
with seed regions in the IPS, FEF, TPJ, and VFC during resting fixation (P < 0.01,
random effects). Data are displayed on the flattened left hemisphere (Left)
and the flattened right hemisphere (Right) of an average human brain with
anterior (Ant.), posterior (Post.), medial (Med.), and lateral (Lat.) directions
noted. The seed regions are outlined in black. The IPS and FEF correlation maps
are similar to each other and largely bilateral, whereas the TPJ and VFC
correlation maps are similar to each other and right lateralized. Prominent
anticorrelations also are present, especially in the IPS and FEF maps, and have
been discussed in ref. 16.

(Fig. 2A). All region pairs were not correlated equally (F(5,45) =
23.70; P < 0.0001), with the IPS/FEF correlation and TPJ/VFC
correlation being significantly stronger than the correlation
between any other region pair (P < 0.005, paired ¢ test). The
second and third analyses determined the similarity of the
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Fig.2. Seedregionscan be partitioned into an IPS/FEF system and a TPJ/VFC
system on the basis of spontaneous activity. (A) Temporal correlation coeffi-
cient between the regional time courses from each pair of regions. (B) Spatial
correlation coefficient between each pair of resting state correlation maps. (C)
Percent overlap of significant positively correlated voxels for each pair of
resting-state correlation maps. Displayed values are averaged across subjects
and resting state conditions. P values represent the least significant pairwise
comparison (two-tailed paired t test) between the IPS/FEF or TPJ/VFC and all
other columns.
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Fig. 3. Resting-state correlation maps associated with the IPS and FEF
regions are significantly more bilateral than those associated with the TPJ and
VFC regions. (A) Spatial correlation coefficient between each resting state
correlation map and that same map flipped about the midline. (B) Fractional
overlap of significant positively correlated voxels between each resting state
correlation map and that same map flipped about the midline. Displayed
values are averaged across subjects and resting state conditions. Pvalues show
the least significant pairwise comparison (two-tailed paired t test) between
the IPS or FEF and the TPJ or VFC.

voxelwise correlation maps associated with two different seed
regions. The first of these similarity measures computed the
spatial correlation coefficient between all pairs of resting state
correlation maps (Fig. 2B). All map pairs were not equally
correlated (F(5,45) = 15.54; P < 0.0001), with the IPS/FEF and
the TPJ/VFC correlation maps being the most similar. The
second similarity measure computed the fractional overlap
between two correlation maps, i.e., the number of voxels signif-
icantly correlated with both seed regions divided by the number
of voxels significantly correlated with either seed region (Fig.
2C). All map pairs were not equally overlapped (F(5,45) = 17.04;
P < 0.0001), with the IPS/FEF and the TPJ/VFC pairs showing
significantly more overlap than any other pair of correlation
maps (P < 0.02). Taken together, these analyses demonstrate
that the four attention regions are not equally related in their
spontaneous BOLD fluctuations but rather should be parti-
tioned into two distinct systems consisting of the IPS/FEF and
the TPJ/VFC.

Quantification of the Lateralization of Resting State Correlation Maps.
The second set of statistical analyses determined whether the
correlation maps associated with some regions were more lat-
eralized than others (Fig. 3). To make this comparison, we used
the spatial correlation coefficient (Fig. 34) and the fractional
overlap measures (Fig. 3B) discussed above, but instead of
comparing two maps associated with different seed regions, we
compared the correlation map associated with a single seed
region to that same map flipped about the midline (y axis). If the
correlation map is bilaterally symmetric, then flipping the image
about the midline will result in little change, and the spatial
correlation and fractional overlap will be high. There was a
significant difference in laterality by using both the spatial
correlation coefficient [F(3,27) = 28.28; P < 0.0001] and the
fractional overlap [F(3,27) = 39.79; P < 0.0001] measures. The
correlation maps associated with the IPS and FEF seed regions
were significantly more bilateral than those associated with the
VFEC or the TPJ (spatial correlation, P < 0.05; overlap, P <
0.006; Fig. 3).

Dorsal and Ventral Attention Systems Defined on the Basis of Spon-
taneous activity. Because results from one resting-state condition
alone are susceptible to potential confounds (i.e., attention

10048 | www.pnas.org/cgi/doi/10.1073/pnas.0604187103
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Fig. 4. Conjunction of thresholded correlation maps across fixation, eyes-
open, and eyes-closed resting-state conditions. (A) Voxels significantly corre-
lated (P < 0.01) with the IPS (green), the FEF (cyan), and both the IPS and FEF
(defined as the dorsal attention system, blue) in all three resting-state condi-
tions. (B) Voxels significantly correlated (P < 0.01) with the TPJ (orange), the
VFC (dark yellow), and both the TPJ and VFC (defined as the ventral attention
system, red) in all three resting-state conditions. (C) The IPS/FEF dorsal atten-
tion system from A (blue), the TPJ/VFC ventral attention system from B (red),
and the overlap between them (yellow).

modulation during fixation or eye movements), we collapsed
across conditions to find those voxels significantly correlated
(P < 0.01) with each seed region regardless of whether the
subject was fixating, resting with eyes open, or resting with eyes
closed (Fig. 4). Results for the IPS and FEF seed regions are
displayed together along with the overlap in these distributions
(Fig. 44), and the results for the TPJ and VFC are displayed
together along with the overlap in these distributions (Fig. 4B).
The dorsal system is defined as those voxels significantly corre-
lated with both the IPS and FEF seed regions in all three resting
state conditions (Fig. 44, blue) and the ventral attention system
as those voxels significantly correlated with both the TPJ and
VEC seeds in all three conditions (Fig. 4B, red). These intrin-
sically defined dorsal and ventral attention systems are displayed
together on a flat map in Fig. 4C and on the surface of an inflated
brain in Fig. 5. The values for the images shown in Fig. 5 were
obtained by averaging the correlation maps from all three
resting-state conditions associated with the IPS and FEF seed
regions (dorsal system, blue scale) or the TPJ and VFC seed
regions (ventral system, red scale) then masking with the re-
spective conjunction map. Regions of overlap in these intrinsi-
cally defined dorsal and ventral attention systems are shown in
yellow (Figs. 4C and 5). Talairach coordinates for peak foci in the
dorsal and ventral system and the center of mass of regions of
overlap are listed in Table 1, which is published as supporting
information on the PNAS web site.

We have defined the dorsal and ventral attention systems on
the basis of a conjunction across resting-state conditions; how-
ever, it is important to know whether these systems would be
different were we to consider each condition independently. We
performed this analysis and found that the intrinsically defined
dorsal system, ventral system, and overlap are consistent across

Fox et al.
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Fig. 5. Intrinsically defined dorsal and ventral attention systems and the overlap between them. Voxels in the dorsal system (blue scale) were significantly
correlated (P < 0.01) with both the IPS and FEF regions in all three resting state conditions (fixation, eyes open, and eyes closed). Voxels in the ventral system
(red scale) were significantly correlated with both the TPJ and VFCregions in all three resting-state conditions. Voxels significantly correlated with all four regions
in all three conditions are shown in yellow. Data are displayed on the lateral and medial surfaces of the left hemisphere (Left), the dorsal surface (Center), and

the lateral and medial surfaces of the right hemisphere (Right).

resting-state conditions (Fig. 11, which is published as supporting
information on the PNAS web site).

Regions of Overlap Between the Dorsal and Ventral Attention Sys-
tems. To reduce the chance of false positives, regions of overlap
<10 voxels were not considered (this number corresponded to a
natural break in the data). The largest region of overlap was in
the right middle frontal gyrus with additional regions in the
inferior frontal gyrus and inferior parietal cortex. We performed
several analyses to determine whether these overlap regions
could be attributed to nonneuronal factors such as averaging,
spatial resolution, or locally coherent noise (see Supporting Text
and Figs. 12 and 13, which are published as supporting infor-
mation on the PNAS web site). These factors appear to con-
tribute to the overlap region in the inferior parietal cortex but
not the other two, suggesting that the prefrontal cortex (middle
and inferior frontal gyrus) may be an important locus of
functional interaction between dorsal and ventral attention
systems.

Discussion

The original model of the dorsal and ventral attention systems
was based on patterns of neuronal activity observed in response
to external tasks or stimuli. In the current study, we determine
whether this functional organization is present even in the
absence of task, stimuli, or explicit attentional demands. Using
this approach, we have shown that attentional regions can be
partitioned into a bilateral dorsal attention system and a right-
lateralized ventral attention system solely on the basis of spon-
taneous activity. These systems appear to be largely segregated
in their spatial topography, with only small regions of overlap in
the prefrontal cortex.

Interpreting Spontaneous Activity. A prominent difference be-
tween the current analysis and previous studies on the neuro-
anatomical substrates of attention is that the current study was
conducted at rest, in the absence of task, stimuli, or explicit
attentional demands. Although the exact nature of the sponta-
neous BOLD fluctuations measured in the present analysis is
unknown, the specific topography of these fluctuations and

Fox et al.

previous observations by using local field-potential recordings
(36) suggest that they reflect underlying changes in neuronal
activity. Specifically, they may relate to electrophysiological
fluctuations in the power of higher frequency bands (e.g., gamma
30-80 Hz) (36, 37). A question important for interpretation of
the current results is the origin of this neuronal activity. Are
spontaneous BOLD fluctuations simply a reflection of sponta-
neous behavior/cognition during the unconstrained resting state
(38)? For example, subjects might be intermittently attending to
the scanner noise resulting in coherent fluctuations in attention
regions.

Although unconstrained behavior cannot be ruled out as the
source of some of the spontaneous BOLD activity, it is unlikely
to be the predominant source for several reasons. First, similar
topography of BOLD correlations has been observed across very
different behavioral states including different resting conditions
(28), low-level task performance (39, 40), and even light anes-
thesia (41). The use of three different resting state conditions in
the current study controls for specific behavior such as eye
movements or attentional demands during fixation. Second,
coherent spontaneous fluctuations have been observed within
systems associated with specific behavior in the absence of that
behavior such as in the motor system in the absence of movement
(30, 40, 42). Third, task-evoked activity due to a specific behavior
seems to be distinct from and superimposed on top of underlying
spontaneous activity (40, 42). This finding suggests that uncon-
strained behavior in the scanner would result in BOLD modu-
lations that are in addition to, not the source of, spontaneous
coherent BOLD fluctuations. Finally, coherent spontaneous
fluctuations are present continuously across all brain regions. It
is difficult to imagine a behavior that would simultaneously
modulate every known brain system, each in its own coherent
fashion.

We should note that although explicit behavior is unlikely to
be the primary source of coherent spontaneous activity, this
observation does not rule out an influence of spontaneous
activity on behavior. For example, coherent spontaneous activity
appears to be an important source of trial-to-trial variability in
measured brain responses (42, 43) and may relate to the trial-
to-trial variability commonly observed in human behavior (44).
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The extent to which coherent spontaneous fluctuations in at-
tentional systems account for fluctuations in vigilance or atten-
tional performance will be an important topic for future studies.

Dorsal and Ventral Attention Systems Defined on the Basis of Spon-
taneous Activity. The main finding in the current study is that the
functional organization of the dorsal and ventral attention
systems is represented in the correlation structure of spontane-
ous activity. First, we showed that spontaneous activity is more
correlated between regions within the dorsal or ventral system
than between systems. Second, we demonstrated that correla-
tions in the dorsal system are bilateral, whereas those in the
ventral system are lateralized to the right hemisphere. Finally, we
constructed voxelwise maps of the dorsal and ventral systems
defined solely on the basis of spontaneous activity, largely
reproducing the spatial topography of the dorsal and ventral
attention systems hypothesized on the basis of task-activation
paradigms.

Our intrinsically defined dorsal system is consistent with the
task-based model in that it includes IPS and FEF and is largely
bilateral. However, in contrast to the model, the intrinsically
defined dorsal attention system extends beyond IPS and FEF and
includes a midline supplementary motor area (SMA)/pre-SMA
region and MT+. This extended system is consistent with
previous resting-state correlation studies (28, 45) and has been
dubbed by us the task-positive network (28). Both SMA/pre-
SMA and MT+ commonly show activity increases along with
IPS and FEF in response to an attentional cue and during
working memory (46), visual search (6), and target detection.
However, SMA/pre-SMA and MT+ typically have not been
considered part of the dorsal attention system for various
reasons. For example, cue-related activity in MT+ tends to be
more transient than that in the IPS or FEF (4, 8, 46). Similarly,
spatially specific attention effects have been observed in parts of
IPS and FEF but not in other areas (5, 10, 46). The fact that IPS
and FEF seem to share some functionality not present in the
more extended network may relate to the stronger intrinsic
correlation between these two regions (see Fig. 1).

The intrinsically defined ventral attention system also is
broadly consistent with the original task-based model of atten-
tion. It is largely right-lateralized and includes TPJ and VFC as
well as other right frontal areas. Although previous task-based
studies have reported right lateralization of this network (4, 15,
16, 47), we directly test and quantify this laterality on the basis
of spontaneous activity. It should be noted that the finding of a
highly lateralized system on the basis of spontaneous activity is
uncommon. The vast majority of intrinsically defined systems
identified to date are predominantly bilateral, including the
somatomotor, visual, auditory, task-negative/default, and task-
positive/dorsal attention system (28, 30, 31, 33, 34). The only
other report of an intrinsically lateralized system is the
left-lateralized language system, which includes Broca’s and
Wernike’s areas (32). Interestingly, Broca’s and Wernike’s areas
are, to a large extent, the left hemisphere homologues of the right
VFC and right TPJ. The presence of lateralization in resting
activity is important because it suggests that hemispheric later-
alization in function is not induced by task processing but is
sculpted more fundamentally in the pattern of spontaneous
activity. Whether these functional asymmetries relate to ana-
tomical asymmetries that have been reported in inferior parietal
cortex (48) is an interesting topic for future work.

An important result of the present analysis is that the intrin-
sically defined dorsal and ventral attention systems are largely
segregated in their spatial distribution. This segregation distin-
guishes them from other resting state relationships that could
have been observed. For example, regions routinely modulated
together during task conditions tend to be strongly correlated in
their spontaneous activity and regions modulated in opposite

10050 | www.pnas.org/cgi/doi/10.1073/pnas.0604187103

directions tend to be anticorrelated (28). The fact that the dorsal
and ventral systems are largely segregated may be important for
the flexibility observed in the task-response patterns of these two
systems, allowing them to be modulated together, indepen-
dently, or in opposite directions.

Regions of Overlap Between the Dorsal and Ventral Attention Sys-
tems. Although the intrinsically defined dorsal and ventral
attention systems are largely segregated in their spatial topog-
raphy, the original model and task-related findings suggest that
there must be some mechanism of information exchange
between them. As noted in the introduction, the ventral system
responds more strongly to task-relevant distracters than irrel-
evant ones (termed contingent reorienting), and the dorsal
system exhibits an activity increase in addition to the ventral
system when a reorientation of attention is needed. This
information exchange has been hypothesized to occur between
the right IPS and right TPJ (4). However, the intrinsic
correlation between these two regions was no stronger than
that between the FEF/TPJ, IPS/VFC, or FEF/VFC. Consis-
tent with this finding, recent lesion studies suggest that con-
tingent reorienting remains intact and is even enhanced after
IPS damage (S. Shomstein, personal communication), suggest-
ing that the IPS is not required for top-down information to
reach the ventral attention system.

As an alternative to the IPS/TPJ link, regions correlated with
both the dorsal and ventral attention systems were found in the
right middle frontal gyrus, inferior frontal gyrus, and inferior
parietal lobe. Although the region in the parietal lobe may be
due to spatial blurring, the two regions in the prefrontal cortex
are not, and therefore may represent, important sites of func-
tional interaction between the two systems. This observation is
not without precedent, because the currently identified prefron-
tal cortex regions have been implicated in sustained attention,
vigilance, and both maintaining and updating of a task set
(49-51). Furthermore, damage to the prefrontal cortex is asso-
ciated with behavior consistent with a disruption in the link
between the dorsal and ventral systems. Specifically, an inability
of the ventral system to distinguish between relevant and irrel-
evant stimuli could cause increased distractibility, and an inabil-
ity of the dorsal system to receive reorienting signals could cause
an increase in perseveration. Both distractibility and persevera-
tion are hallmarks of prefrontal cortex damage (50).

Why Task-Related Activity Patterns Might be Reflected in Spontane-
ous Activity. The current study demonstrates that the dorsal/
ventral attention model defined on the basis of externally
imposed tasks with specific attentional demands is reflected in
the correlation structure of ongoing spontaneous activity. An
important question is why task-evoked and spontaneous activity
patterns are so similar. One possibility is that spontaneous
activity serves as a record or memory of previous use, showing
correlations between regions that have been modulated together
in a task-dependent manner (27, 52). Another possibility is that
spontaneous activity serves to organize and coordinate neuronal
activity (53-55), and this coordination is more prominent be-
tween regions that commonly work in concert. Finally, sponta-
neous activity may represent a dynamic prediction regarding
expected use (56, 57), with correlations occurring between
regions likely to be used together in the future. These possibil-
ities are not mutually exclusive, and all may be relevant to
understanding why systems defined on the basis of task-related
activity patterns, such as the dorsal and ventral attention systems,
can be observed in patterns of spontaneous neuronal activity in
the absence of task.

Fox et al.
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Methods

Functional MRI data were acquired in 10 normal subjects during
three resting conditions and has been used previously in a study of
anticorrelated functional networks (28). The data were prepro-
cessed (28) and seed-based correlation analyses were performed by
using seed regions identified through a metaanalysis of previous
task-based studies of attention (5-7, 13, 14). Analyses of temporal
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