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Although cellular processes depend on protein–protein interac-
tions, our understanding of molecular recognition between pro-
teins remains far from comprehensive. Protein–protein interfaces
are structural and energetic mosaics in which a subset of interfacial
residues, called hot spots, contributes disproportionately to the
affinity of the complex. These hot-spot residues can be further
clustered into hot regions. It has been proposed that binding
energetics between residues within a hot region are cooperative,
whereas those between hot regions are strictly additive. If this idea
held true for all protein–protein interactions, then energetically
significant long-range conformational effects would be unlikely to
occur. In the present study, we show cooperative binding ener-
getics between distinct hot regions that are separated by >20 Å.
Using combinatorial mutagenesis and surface plasmon resonance
binding analysis to dissect additivity and cooperativity in a com-
plex formed between a variable domain of a T cell receptor and a
bacterial superantigen, we find that combinations of mutations
from each of two hot regions exhibited significant cooperative
energetics. Their connecting sequence is composed primarily of a
single �-strand of the T cell receptor variable Ig domain, which has
been observed to undergo a strand-switching event and does not
form an integral part of the stabilizing core of this Ig domain. We
propose that these cooperative effects are propagated through a
dynamic structural network. Cooperativity between hot regions
has significant implications for the prediction and inhibition of
protein–protein interactions.

binding energy � cooperativity � protein–protein interaction �
surface plasmon resonance � T cell activity

Interactions between proteins are essential for nearly all cel-
lular processes (1–3), and aberrant protein–protein interac-

tions contribute to the pathogenesis of numerous human dis-
eases (4). As the genomewide mapping of protein–protein
interactions has identified many of the molecular components of
numerous physiological and pathological processes (5–9) and
structural genomics efforts have determined structures of many
of the constituent protein domains involved in these interactions,
the ability to predict the binding specificities and energies of
protein complexes from protein structures alone has reached
paramount importance. Although significant progress in devel-
oping computational methods for the quantitative predictions of
protein–protein interactions has been made recently (10–14),
the current robustness of these algorithms is not such that the
laborious task of determining the structure of a given protein
complex can be circumvented. It is clear that these methods are
unable to account for aspects of molecular recognition that are
important in determining complex formation, but for which we
currently have a fundamental lack of understanding.

It has been known for some time that protein–protein inter-
faces are structural and energetic mosaics. Certain amino acid
residues within an interface contribute significantly to the bind-
ing energy, and are thus termed ‘‘hot spots’’ (15–17), whereas
other residues are energetically silent with respect to the inter-
action. These hot spots, furthermore, are not homogeneously

distributed throughout the interface, but are instead clustered to
form ‘‘hot regions’’ (18, 19). Further contributing to the heter-
ogeneity of protein–protein interfaces is the frequent presence
of cooperativity, such that the energetic contribution to binding
of a protein that has been simultaneously mutated at multiple
residues is significantly different from the summation of the
changes in binding energy of the single-site mutants (20–22).

The theory that residues within a single hot region are
energetically cooperative, whereas those residing in distinct hot
regions are strictly additive, has arisen from both computational
and experimental studies: (i) a recent analysis (18) of a struc-
turally nonredundant database of all hot regions (23) currently
in the Protein Data Bank (24), and (ii) the mutational, energetic,
and structural analysis of residues within two hot regions of the
TEM1-�-lactamase–�-lactamase inhibitor protein complex (19).
If, in all protein complexes, cooperative energetics existed only
within hot regions, and not between them, the quantitative
prediction of protein–protein interactions may be considerably
simplified.

To test whether cooperativity could exist between hot regions,
we analyzed the interaction between affinity maturation variants
of the human T cell receptor (TCR) � chain variable domain 2.1
(hV�2.1) and the superantigen toxic shock syndrome toxin 1
(TSST-1). By using combinatorial mutagenesis and surface
plasmon resonance (SPR) binding analysis, we show that resi-
dues within distinct hot regions, and at distances �20 Å apart,
are significantly cooperative. We propose that these cooperative
effects are transmitted through a dynamic structural network in
the TCR molecule and discuss the relevance of these findings to
protein–protein interactions in general.

Results and Discussion
Identification of Energetically Significant Variant Residues in the
Affinity Maturation Pathway. The affinity-matured human V�2.1
variant called D10, engineered by yeast display, contains 14
mutations beyond that of EP-8, the WT hV�2.1 analog selected
for enhanced stability (25). D10 binds TSST-1 with an affinity of
180 pM, 30,000-fold tighter than does EP-8. TSST-1 is the major
causative agent of staphylococcal toxic shock syndrome (26, 27),
and these hV�2.1 variants were previously engineered as poten-
tial therapeutic agents for superantigen-mediated disease (25).
Because the yeast display libraries contained stretches of five
randomly mutated codons, many of these mutations were likely
not involved in affinity increases, but were incorporated in
combination with a key mutation. To determine which of these
mutations were significant contributors to the higher-affinity
interaction with TSST-1, we performed site-directed mutagen-
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esis to create 13 individual single-site mutants from the EP-8
template, including: R10M, F27aT, Q28N, A29I, T30H, E50H,
E51Q, S52aF, K53N, T55I, E61V, L72P, and I91V [residues 27a
and 52a are noncanonical insertions into the hV�2.1 comple-
mentarity-determining region (CDR) 1 and CDR2 loops, re-
spectively]. The R113Q mutation was not made as this position
is located on the face of the V� domain opposite that of the
interface with TSST-1 and is thus unlikely to affect TSST-1
binding.

The binding affinities of each of these single-site variants were
determined by SPR equilibrium analysis. The differences in
binding free energies relative to EP-8 (��Gb) were calculated,
and a threshold value of 0.5 kcal�mol was used to determine
whether a mutation exhibited energetic significance (Fig. 1).
Four of the mutants (E51Q, S52aF, K53N, and E61V) bound
TSST-1 with significantly different affinities than EP-8. Surpris-
ingly, the E51Q mutation bound TSST-1 with significantly lower
affinity than did the WT hV�2.1. The S52aF, K53N, and E61V
mutations, conversely, significantly increased the binding affin-
ity for TSST-1. Representative SPR sensorgrams for these
interactions are shown in Fig. 4, which is published as supporting
information on the PNAS web site.

Two Hot Regions in hV�2.1 for TSST-1 Interaction. Three of the four
energetically significant residues (51, 52a, and 53) are located in
the CDR2 loop, whereas the remaining important mutation site,
at residue 61, is located in framework region 3 (FR3). These
residues are shown in red and blue, respectively, in Fig. 2. The
remaining mutations, which do not significantly affect TSST-1
binding, are dispersed about the surface of the hV�2.1 domain.
Most, if not all, of these mutations contribute primarily to
stabilization and display of the hV�2.1 protein on the yeast
surface (25, 28–30).

We have previously shown that variant residues at positions
52a, 53, and 61, and the WT residue at position 62, act as hot
spots for interaction with TSST-1 (25). These residues form two
clusters: residues 51, 52a, and 53 are located at the apex of the
CDR2 loop; residues 61 and 62 are positioned at the end of the
turn within FR3 (Fig. 2 A). These two clusters are connected by
the c� �-strand of the hV�2.1 Ig domain, a secondary structural
element common to all TCR variable Ig domains. The distance
between the C� atoms of residues 51 and 61 is 22.7 Å (31).
According to a structural model of the hV�2.1–TSST-1 complex
(Fig. 2B), built by taking into account homology to the hV�2.1–
SpeC complex crystal structure (31) and alanine-scanning mu-
tagenesis analysis of both sides of the hV�2.1–TSST-1 interface
(25, 32), these clusters are located at the periphery of the
interface and are as far apart as possible within that interface.

Indeed, the distance between C� atoms of the most peripheral
residues in the hV�2.1–SpeC complex are a comparable 22.1 Å
apart (31). These distances also greatly exceed the threshold of
13 Å used to define distinct discontinuous patches within larger
protein–protein interfaces (33). Thus, the energetically signifi-
cant mutations in the D10 affinity maturation pathway are
located in two distinct hot regions.

This hV�2.1–TSST-1 complex model predicts that the FR3
hot region residues interact with TSST-1 hot spots previously
identified by alanine scanning mutagenesis (32) (shown in
orange in Fig. 2B), and that the CDR2 hot region residues
interact with TSST-1 residues that had not been analyzed in that
study. To verify the hV�2.1–TSST-1 docking orientation of our
model, we mutated to alanine several additional TSST-1 resi-
dues, including Arg-68TSST-1, Lys-71TSST-1, and Ser-72TSST-1, pre-
dicted to interact with the hV�2.1 CDR2 hot region, and
assessed their capacities to bind hV�2.1 by SPR analysis (Fig. 5

Fig. 1. Equilibrium binding analysis of single-site variants. The changes in free energy for each of the single-site hV�2.1 mutants binding to TSST-1 are plotted.
The dotted red line indicates the threshold value used to distinguish energetically significant versus insignificant mutations.

Fig. 2. Two hot regions for TSST-1 interaction in hV�2.1. (A) Ribbon dia-
gram�molecular surface representation of the hV�2.1 domain. The molecule
is color-coded according to hot regions (CDR2 hot region, red; FR3 hot region,
blue) and the c� �-strand that connects the two hot regions (green). (B) Model
of the hV�2.1–TSST-1 complex. The hV�2.1 CDR2 and FR3 hot regions are
color-coded as in A; TSST-1 is yellow. The hV�2.1 CDR2 (red) and FR3 (blue) hot
regions are shown interfacing the additional TSST-1 hot region (purple) and
the TSST-1 hot region originally described (orange) (32), respectively.
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A–C, which is published as supporting information on the PNAS
web site). As expected from our model, two of these TSST-1
alanine mutants, R68A and S72A, resulted in the complete
abolishment of hV�2.1 binding, whereas the third mutation,
K71A, bound TSST-1 with an affinity of 2 �M, a �3-fold
reduction in binding relative to WT TSST-1. Furthermore,
mutants R68A and S72A did not activate primary V�2-
expressing T cells, similar to the inactive Q139A mutant previ-
ously identified (32), whereas K71A behaved similarly to WT
(Fig. 5 D–G and Supporting Text, which are published as sup-
porting information on the PNAS web site). These findings
indicate that residues Arg-68TSST-1 and Ser-72TSST-1 are hot spots
for hV�2.1 interaction and suggest that this region of TSST-1
(shown in purple in Fig. 2B) contacts the hV�2.1 CDR2 hot
region.

Mutations both Within and Between Hot Regions Are Cooperative.
Once the hV�2.1 mutations that contributed significantly to
TSST-1 binding were identified, we carried out saturation com-
binatorial mutational analysis to dissect the additive and coop-
erative energetic properties between these residues. In this
approach, we made hV�2.1 mutants that incorporated every
possible combination of WT and mutant residues at each of the
four variant positions, residues 51, 52a, 53, and 61. This amounts
to a total of 16 (24) distinct hV�2.1 mutant proteins, including
EP-8 (the WT analog), the four single-site mutants described
above, six double mutants, four triple mutants, and one variant

that simultaneously incorporated all four mutations. We then
measured the TSST-1 binding affinities of each of these com-
binatorial variants. Affinities, �Gb values, and ��Gb values
relative to EP-8 are listed in Table 1. Representative SPR
sensorgrams for intra-hot regional (CDR2 only) and inter-hot
regional (CDR2 and FR3) combinatorial mutants binding to
TSST-1 are shown in Fig. 6, which is published as supporting
information on the PNAS web site.

From these binding parameters, we calculated �GCOOP
values for each combinatorial mutant (Table 1; where �GCOOP
is the difference between the summation of the changes in
binding free energies of the single-site mutants and the
experimental changes in binding free energies of the corre-
sponding combinatorial mutant). Using our previous threshold
of ��GCOOP� � 0.5 kcal�mol for energetic cooperativity (22),
we found that mutations within the CDR2 hot region that
incorporate mutations of residues 51 and 53 exhibit a moderate
degree of positive cooperativity. Surprisingly, mutation at
residue 61 in the FR3 hot region is also positively cooperative
with either or both residues 51 and 53 in the CDR2 hot region.
This observed cooperativity between mutations in two distinct
hot regions contradicts previous reports (18, 19) and suggests
that hot regions in protein–protein interactions are not nec-
essarily energetically autonomous.

The Magnitude of Cooperativity Is Greater Between than Within Hot
Regions. Compared with the measured cooperativity within the
CDR2 hot region, the cooperative energetics between residues

Table 1. Binding analysis for hV�2.1 single-site and combinatorial variants interacting
with TSST-1

Mutants KD (kd�ka), M
�Gb,*

kcal�mol
��Gb,

kcal�mol
�GCOOP,†

kcal�mol

Single-site mutants
EP-8 (WT)‡ 6.0 � 10�7 �8.48 0 NA
E51Q† 3.6 � 10�6 �7.42 1.06 NA
S52aF 3.68 � 10�8 �10.14 �1.66 NA
K53N 1.35 � 10�7 �9.36 �0.88 NA
E61V 6.51 � 10�9 �11.16 �2.68 NA

CDR2 intra-hot regional mutants
E51Q�S52aF 4.1 � 10�7 �8.71 �0.23 0.37
E51Q�K53N† 2.16 � 10�7 �9.09 �0.61 �0.79
S52aF�K53N 5.12 � 10�9 �11.30 �2.82 �0.28
E51Q�S52aF�K53N 1.52 � 10�8 �10.66 �2.18 �0.70

CDR2�FR3 inter-hot regional mutants
E51Q�E61V 4.87 � 10�9 �11.33 �2.85 �1.23
S52aF�E61V 2.28 � 10�10 �13.15 �4.67 �0.33
K53N�E61V 1.32 � 10�10 �13.47 �4.99 �1.43
E51Q�S52aF�E61V 2.91 � 10�9 �11.64 �3.16 0.12
E51Q�K53N�E61V 5.83 � 10�10 �12.59 �4.11 �1.61
S52aF�K53N�E61V 2.71 � 10�11 �14.41 �5.93 �0.71
E51Q�S52aF�K53N�E61V 1.51 � 10�10 �13.39 �4.91 �0.57

Position 61 hydrophobic mutants
Single-site mutants

E61I 5.60 � 10�9 �11.25 �2.77 NA
E61L 9.41 � 10�9 �10.94 �2.46 NA
E61F 2.62 � 10�8 �10.34 �1.86 NA
E61W 3.43 � 10�8 �10.16 �1.68 NA

Combinatorial mutants
E51Q�K53N�E61I 1.53 � 10�9 �12.02 �3.54 �0.95
E51Q�K53N�E61L 2.74 � 10�9 �11.68 �3.20 �0.92
E51Q�K53N�E61F 5.53 � 10�9 �11.26 �2.78 �1.10
E51Q�K53N�E61W 1.22 � 10�8 �10.79 �2.31 �0.81

NA, not available.
*�Gb � RTln(1�KD), where R is the gas constant (R � 1.987 cal�mol) and T is temperature in K.
†Cooperative combinations of mutations are in bold italics; additive combinations of mutations are in plain text.
‡Affinity values were determined by SPR equilibrium analysis; kinetic parameters were not determined.
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from both hot regions are significantly greater in magnitude. For
instance, the largest cooperative effect observed is that of the
E51Q�K53N�E61V triple mutant, the combinatorial mutant
incorporating mutations at FR3 residue 61 and the two CDR2
residues with which it is cooperative, 51 and 53. The difference
in experimental versus additive changes in binding free energies
for simultaneous mutation at these positions (�GCOOP) is �1.61
kcal�mol. In comparison, the E51Q�K53N variant, the most
cooperative intra-hot regional combinatorial mutant, exhibits a
�GCOOP value of only �0.79 kcal�mol (Table 1). SPR sensor-
grams for the binding of these hV�2.1 variants to TSST-1 are
shown in Fig. 6 A and B.

Surprisingly, we found that one combination of mutations
results in tighter binding to TSST-1 than the penultimate yeast
display variant, D10. The S52aF�K53N�E61V triple mutant
binds TSST-1 with a KD of 27 pM, whereas D10 binds TSST-1
with a KD of 180 pM (Fig. 6 C and D). This combination of
mutations at residue 61 (FR3 hot region) with both residues 52
and 53 (CDR2 hot region) is moderately cooperative (�GCOOP �
�0.71 kcal�mol; Table 1). In the absence of the exhibited
positive cooperativity, we calculate that the triple mutant would
instead bind TSST-1 with a KD of 89 pM, intermediate to the
TSST-1 affinities of the S52aF�K53N�E61V mutant and D10,
and �3-fold tighter than if these mutations were strictly additive.
The S52aF�K53N�E61V triple mutant may prove superior to
D10 as a candidate therapeutic molecule for TSST-1-mediated
disease, because of its very high affinity.

Numerous Combinations of Mutations Exhibit Cooperativity Between
Hot Regions. To determine whether the valine residue at position
61 in the FR3 hot region was required for the observed coop-
erative energetics between the CDR2 and FR3 hot regions, we
made additional mutations at position 61 in both the EP-8 (WT)
and E51Q�K53N (largest magnitude of cooperativity) back-
grounds. These mutations included the increasingly hydrophobic
residues leucine, isoleucine, phenylalanine, and tryptophan, for
a total of eight additional variants for which binding to TSST-1
was measured by SPR analysis. As single-site mutants (i.e., in the
EP-8 background), these variants all bound TSST-1 with higher
affinities than EP-8 (Table 1 and Fig. 7, which is published as
supporting information on the PNAS web site). Determination
of the binding affinities of each of these four mutations in the
context of the E51Q�K53N background revealed that regardless
of which hydrophobic side chain is present at position 61,
cooperativity between the CDR2 and FR3 hot regions is main-
tained (Table 1). Although the magnitude of the cooperativity
for each of these hydrophobic replacements in the FR3 hot
region is less than that observed when valine resides at position
61, in each case it is at least equivalent to that exhibited by the
most cooperative CDR2 intra-hot regional variant, E51Q�K53N.

Propagation of Cooperative Effects Through a Dynamic Structural
Network. The two hot regions in the hV�2.1 domain for TSST-1
binding are located before and after the c� �-strand of the Ig
domain. This strand has been shown to participate in a strand-
switching event in TCR V� domains. In most V� domains, such
as in hV�2.1, the c� �-strand is hydrogen-bonded to the preced-
ing c� �-strand (Fig. 3A). In some V� domains, however, the c�
�-strand is hydrogen-bonded to the following d �-strand. An
example of this strand switching is shown in Fig. 3B for the
murine V�2.3 (mV�2.3) domain (34).

One implication of strand switching for the structure of the
TCR V� domain and the interaction of proteins with this region
of the V� domain is that the c� �-strand, relative to other
�-strands in the TCR V� Ig domain, has a propensity for
flexibility. This is indeed the case for the c� �-strand of hV�2.1.
Two independently determined crystal structures of hV�2.1
bound to either the superantigen SpeC (31) or an autoimmune

peptide-MHC (35) highlight the flexible nature of the hV�2.1
CDR2 and FR3 hot regions and the intervening sequence. In the
former (Fig. 3D), only two hydrogen bonds are formed between
the c� and c� �-strands, whereas in the latter (Fig. 3E), three
hydrogen bonds are made between these strands. The distances
and angles of even the two common hydrogen bonds in these
hV�2.1 structures are significantly different. Furthermore, the
structures of the CDR2 loops diverge greatly (the C� atoms of
the noncanonical insertion residue Ser-52a are situated 4.7 Å
apart when the structures are superimposed), and these differ-
ences are propagated through the c� �-strand and into the FR3
hot region (Fig. 3 D and E).

Thus, when hV�2.1 binds distinct ligands, the CDR2 and FR3
hot regions adopt significantly different conformations and
relative positions. Hydrogen bonds between the c� and c�
�-strands are made, altered, and broken, and the c� �-strand is
translated relative to the c� �-strand. We suggest that when
hV�2.1 and the various combinatorial mutants analyzed in this
study bind TSST-1 the conformations of this region of the
hV�2.1 domain are distinct, and that these dynamic changes, or
the redistribution of conformational ensembles, control the
cooperative energetics between the CDR2 and FR3 hot regions
when hV�2.1 variants engage TSST-1. This finding is reminis-
cent of other allosteric proteins (36). Furthermore, the WT
residue Tyr-56 located at the center of the c� �-strand (Fig. 2 A)
has been shown to be important in TSST-1 binding (25) and may
serve as a key component of the network that allows these
cooperative effects to be propagated along the c� �-strand.

Fig. 3. A dynamic structural network for the propagation of cooperative
binding effects. (A and B) Strand swapping of the c� �-strand in TCR V�

domains as depicted in the hV�2.1 domain (A) (31) and the mV�2.3 domain (B)
(34). The strands that are hydrogen-bonded to one another are colored
orange. (C) A view of the hV�2.1 domain in which the protein core and the
CDR2 (red) and FR3 (blue) hot regions and the connecting c� �-strand (green)
are outlined by ovals on the left and right, respectively. (D–G) The c�–c� or c�–d
�-strand regions of hV�2.1 from a TCR-superantigen structure [Protein Data
Bank (PDB) ID code 1KTK] (D), hV�2.1 from a TCR-autoimmune peptide-MHC
structure (PDB ID code 1YMM) (E), mV�2.3 (PDB ID code 1KB5) (F), and mV�8.2
(PDB ID code 1BEC) (G).
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The dynamic structure of the hV�2.1 c�–c� �-strand pairing
arrangement stands in stark contrast to the analogous regions
of either the mV�2.3 domain (Fig. 3F), in which the c� �-strand
is paired with the d �-strand, or of the mV�8.2 domain (Fig.
3G), which adopts the conventional c�–c� �-strand pairing
observed in the hV�2.1 domain. Not only are the hydrogen
bonds formed between these �-strands more numerous than in
the hV�2.1 domain, they are on average significantly shorter,
resulting in regions that are less likely to be structurally
dynamic, and thus, may not exhibit such large cooperative
effects.

The Protein Core as a Potential Regulator of Cooperativity Between
Hot Regions. Another implication of TCR V� domain strand
switching is that the c� �-strand can be considered to lie outside
of the hydrogen-bonded �-strand network that forms the
hV�2.1 protein core. This nonstabilizing role for the c�
�-strand can be seen by comparison of Fig. 3 A and B and is
most clearly depicted in Fig. 3C, in which the mutated residues
in both the CDR2 (in red) and FR3 (in blue) hot regions and
the connecting c� �-strand (in green) are highlighted.

Although the distance between the CDR2 and FR3 hot
regions spans the breadth of the molecular interface (Fig. 2B),
and is thus as large as possible for the given protein–protein
interaction, the connecting residues are positioned outside of
the protein core, and thus, not integrally involved in forming
the intramolecular contacts that stabilize the protein. Al-
though speculative, it is possible that such a positioning of the
hot-region intervening sequence along the exterior of the
protein core may increase the propensity for conformational
changes to be transmitted from one hot region to another, such
as described above, allowing for cooperative energetics.

In contrast, hot regions for which the connecting residues
are integrally involved in the formation of the protein core may
more likely result in additive energetics, even when the
distance on the molecular surface between hot regions is short.
These types of hot regions are most common in protein
interfaces and are representative of the hot regions in the
TEM1-�-lactamase–�-lactamase inhibitor protein complex,
for which it was found that inter-hot regional mutations were
strictly additive (19). It may be that for such hot regions there
exists an energetic cost resulting from the partial destabiliza-
tion of the protein core that exceeds any energetic gain from
cooperative binding.

There exists a wide spectrum of hot-region coordination and
resulting allosteric effects in protein–protein interactions, in
which the hV�2.1–TSST-1 and TEM1-�-lactamase–�-lactamase
inhibitor protein complexes represent divergent and perhaps
extreme examples. Receptor homodimerization by the human
growth hormone (hGH) has been shown to be allosterically
regulated (37) and may represent an intermediate on such a
continuum. The binding of the two receptor molecules to hGH
occurs in a regulated and sequential manner. An allosteric switch
residue in hGH resides on an �-helix and exhibits significant
pairwise cooperative effects during receptor homodimerization
on residues at distances �10 Å away (38) that are also located
primarily on �-helices. The �-helices on which all of these
residues reside form an integral part of the hGH protein core.
Thus, the protein core does not universally dampen energetic
transmission between distant regions to such an extent that no
cooperativity can occur.

It is noteworthy that the high-affinity hV�2.1 mutant D10
was generated after yeast display of a library with site-directed
mutations in five contiguous CDR2 residues (yielding the
S52aF and K53N mutations), followed by selection from a
library that contained the E61V mutation from an apparent
PCR error. Other studies have described how libraries of
mutated residues within multiple regions of an interface can be

evolved sequentially to obtain a high-affinity protein that has
considerable cooperativity and conformational reorganization
(21). However, the present study illustrates how more modest
changes, including one (E61V) that was the product of a
random mutational event, could yield a dramatic increase in
affinity. The identification of distal, cooperative mutations
such as E61V supports the notion that affinity maturation may
benefit from random mutagenesis strategies (39).

Implications for Protein–Protein Interaction Prediction and Inhibition.
A fundamental lack of understanding of cooperative energet-
ics is one of the major impediments to formulating with greater
accuracy algorithms for protein–protein interaction predic-
tion. If cooperativity existed only within hot regions, and not
between them, the task of accurately predicting the binding
parameters for protein complexes would be greatly simplified.
Our results suggest that this may be an overly generalized
representation of macromolecular interfaces and that a
broader consideration of cooperativity within protein–protein
interactions, while more technically and computationally de-
manding, may ultimately lead to more accurate predictive
algorithms. It also appears from our results that only a subset
of hot regions may need to be considered as potentially
cooperative.

Because protein–protein interactions are pervasive in bio-
logical processes, they are also important therapeutic targets.
The development of small-molecule inhibitors of such inter-
actions has proven difficult (40), largely because of the rela-
tively planar nature of these interfaces, which tend not to
present well defined binding pockets. The presence of hot
spots and hot regions within protein interfaces provide pos-
sible sites at which potent small-molecule inhibitors may bind
to effectively block the association of much larger molecules.
Indeed, small peptides selected by phage display generally bind
their protein binding partners at hot spots (41), and the
discovery of small molecules that inhibit the interaction of
B7–1 with CD28 and modulate T cell activation, and in which
the drug binds at a hot spot, has been reported (42, 43). If
certain distinct hot regions may be linked energetically, as our
results suggest, the potency of a small-molecule inhibitor that
targets a cooperative hot region may be amplified relative to
a small molecule that targets a hot region that is strictly
additive. This possibility could have important ramifications
for the choice of which hot region within a protein–protein
interaction to target for small-molecule inhibition, for in-
stance, by structure-based drug design.

Materials and Methods
Protein Production. All hV�2.1 variants were expressed in Esch-
erichia coli and refolded in vitro from inclusion bodies as
described for mV�8.2 domain variants (22). The WT TSST-1
gene (tst) was PCR-amplified from pCE107 (32) and cloned into
pET41a (Novagen), and the protein was expressed in E. coli
BL21(DE3) (Novagen) and purified by affinity and size exclu-
sion chromatography.

Mutagenesis. All mutagenesis was performed with the
QuikChange site-directed mutagenesis kit (Stratagene), ac-
cording to the manufacturer’s instructions, using the pT7–7�
EP-8 expression vector as a template (25). For saturation
combinatorial mutagenesis, the order of mutations was im-
portant, in that the complementary sites for oligonucleotide
primers targeted to the three codons of interest in the CDR2
loop were overlapping, and thus, changed according to the
sequence of the mutagenesis events. The double, triple, and
quadruple mutants were generated by sequential rounds of
site-directed mutagenesis, such that the lower-order mutation
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vectors were always used as templates for the higher-order
mutants.

SPR Binding Analysis. The interaction of hV�2.1 variants with
immobilized TSST-1 was measured by SPR equilibrium and,
where applicable, kinetic analyses using a Biacore 3000 SPR
instrument, as described (25). Because the dissociation kinet-
ics of the tightest interactions approached the measurement
limits of current SPR technology (44), we performed analo-
gous binding experiments for these interactions in which the
dissociation time was extended from 5 min to 2 h. No signif-
icant differences in the measured off-rates were observed for

these interactions, relative to the shorter dissociation time
experiments.
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