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C
ognitive events rely on rapid
information flow among in-
terdependent brain areas.
Estimates from single-unit

physiology in monkeys and human elec-
trophysiological scalp recordings suggest
communication between brain areas
takes place on the order of tens to hun-
dreds of milliseconds (1). A challenge to
the study of human cognition has been
to develop noninvasive methods to mea-
sure the temporal orchestration of infor-
mation processing. Limitations were ini-
tially imposed by the imaging devices
themselves. Positron emission tomogra-
phy (PET) methods based on short-lived
isotopes, for example, take about a
minute to make a measurement (2). The
advent of functional MRI (fMRI)
changed the landscape of human brain
imaging by providing a tool that can
make measurements on the sub-second
time scale (3, 4). However, the use of
fMRI solves only part of the problem.
An even greater challenge surrounds the
temporal sluggishness of the correlates
of neuronal activity to which modern
imaging devices are sensitive. Most
fMRI studies measure brain activity in-
directly through changes in blood vascu-
lature that accompany neuronal activity.
Although the exact origins of these vas-
cular changes are debated (5, 6), they
are temporally slow, begin seconds after
a neuronal event, and last for tens of
seconds (7). For isolated cognitive acts,
which can often be completed in under
a second, the sluggish nature of the mea-
sured response means that a signal is de-
tected after the neuronal event has sub-
sided. It is against this backdrop that the
work of Bellgowan et al. in a recent issue
of PNAS (8) can be appreciated. Their
study uses a modeling approach to make
inferences about neural activity timing
differences of �100 milliseconds. To un-
derstand the basis of this surprisingly high
temporal resolution, it is important to
consider the evolution of fMRI.

When fMRI first appeared as a viable
method for cognitive neuroscience (3, 4),
there was already considerable enthusiasm
that it could provide revolutionary spatial
and temporal resolution. Surprisingly, with
some notable exceptions (7), initial fMRI
methods based their measurements on
paradigms that collected minute-long ep-
ochs of averaged brain activity. There

were probably a number of reasons for
this choice that include the historical pre-
cedent from PET, readily available data
analysis strategies (9), and the power of
such paradigms.

Among the first major advances of
fMRI over earlier methods was the ad-
vent of event-related fMRI (refs. 10–12;
for review, see ref. 13). Event-related
methods allow individual cognitive
events to be isolated by recording the
MRI signal in relation to the onsets of
isolated trial types. To circumvent the

sluggish vascular response, often re-
ferred to as the hemodynamic response,
trials were initially spaced widely apart.
More sophisticated procedures that al-
lowed rapidly presented trials soon fol-
lowed. These procedures used various
analytic methods to estimate the hemo-
dynamic response within the context of
sequential, overlapping responses (14,
15). By using such paradigms, fMRI ex-
ploration of cognitive function now pos-
sessed the temporal resolution to mix
different event types together and sort
events based on subject responses such
as whether an error was made (16) or
an event was remembered (17, 18).

A contemporary and related advance
came with an understanding of how the
hemodynamic response summates in
time (19) and over additive events (14).
In seminal work, Geoffrey Boynton,
David Heeger, and colleagues (19) used
manipulation of the contrast and timing
of visual stimuli to show that the hemo-
dynamic response extended in time pro-
portionate to the duration of neural ac-
tivity and also increased in amplitude
proportionate to the change in intensity
of neural activity (as inferred by manip-
ulations of visual stimuli; see also ref.
20). In their studies, while subtle depar-
tures from a perfect correspondence
were observed, the measured hemody-
namic response behaved in a manner

that suggested an approximately linear
relation to underlying neuronal activity
(for review, see ref. 21). In making
these observations, a relatively simple
modeling procedure was also provided
to estimate parameters of the hemody-
namic response based on a gamma func-
tion. The use of a linear transform
model to make inferences about neural
activity from hemodynamic measure-
ments serves as a foundation for the
present work by Bellgowan et al. (8).

The finding that the hemodynamic re-
sponse shows a roughly linear relation to
underlying neuronal activity has important
consequences for what inferences can be
drawn from the measured hemodynamic
signal. Most importantly, it sets the stage
for what one might call the ‘‘hemody-
namic inverse problem.’’ The hemody-
namic inverse problem refers to the chal-
lenge of making valid and precise
estimates of underlying neural activity
from the measured hemodynamic re-
sponse (see Fig. 1). The demonstration of
a forward relation between the stimulus,
neuronal activity, and hemodynamic re-
sponse (19) suggested that, within the
context of event-related designs, it might
be possible to infer the amplitude and
timing of the underlying neural activity.
For example, hemodynamic timing delays
may represent temporally shifted, but pro-
portionate, timing delays in underlying
neuronal activity.

Bellgowan et al. (8) present a study rep-
resenting progress in solving the hemody-
namic inverse problem. In their study,
subjects were imaged with event-related
fMRI while deciding whether letter strings
represented words (e.g., ‘‘ketchup’’) or
nonwords (e.g., ‘‘techper’’). Referred to as
the lexical decision task, this task relies on
multiple language processing routes and
decision processes that vary as a function
of factors such as whether the string is a
word or a nonword. A second manipula-
tion was also included in their study: letter
strings were rotated. Some letter strings
were presented in standard horizontal
format, whereas others were rotated by as
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much as 120°. This second manipulation
caused variation in perceptual processes.
Of importance, extending from earlier
studies of visual and motor regions (for
examples, see refs. 22–24), Bellgowan et
al. (8) estimated hemodynamic timing dif-
ferences to make inferences about brain
regions involved in language and decision-
stage processing.

Two separate technical issues were
overcome in making these estimates. The
first issue surrounds variation in hemody-
namic response timing across the brain.
Although hemodynamic response timing
reflects the timing of neuronal activity, a
large confounding contribution comes
from baseline timing differences that orig-
inate from the local vasculature’s architec-
ture (25, 26). These timing differences can
be several seconds in magnitude, thus ef-
fectively swamping smaller temporal
changes reflective of information process-
ing. To account directly for baseline tim-
ing differences, maps of relative change in
timing from one condition (e.g., non-
words) to the next (e.g., words) were used.
By using relative change as a measure, the
temporally lagged and spatially variable
hemodynamic response was normalized.
The second issue surrounds the challenge
of modeling the measured hemodynamic
response to provide meaningful estimates.
By using a modeling approach based on
convolution of two separate functions,

they were able to make unbiased esti-
mates of the timing delay as well as dur-
ation (width) of the hemodynamic
response.

Results suggested that the hemody-
namic timing estimates of certain regions
tracked the task variables. For example,
regions within prefrontal cortex, along the
inferior frontal gyrus, showed an onset
delay proportionate to the rotation of the
letter strings and also an extended dura-
tion during nonword decisions, as com-
pared with word decisions (see also ref.
27). Although interpretation of these dif-
ferences is speculative, the results are con-
sistent with a role of frontal cortex in de-
cision processes that are extended in time.
Of importance, in making these observa-
tions, they demonstrate hemodynamic tim-
ing differences of a few hundred millisec-
onds, a temporal resolution that seemed
implausible when MRI-based hemody-
namic imaging methods became available.
Open issues remain, such as how to inter-
pret width as contrasted to amplitude dif-
ferences in the hemodynamic response
and, more generally, what inferences can
be drawn about the underlying neural ac-
tivity from these measures.

Has fMRI based on measurement of
hemodynamic response reached its
limit? The achievement of Bellgowan et
al. of subsecond temporal resolution in
a cognitive paradigm is remarkable,
given the limitations of the sluggish sig-

nal being measured. However, the tem-
poral resolution presented still falls
short of what might be needed to ob-
serve the complex spatial-temporal
orchestration of brain activity that
underlies cognition. Placing the accom-
plishment in context, analysis of activity
between brain areas will likely require
temporal resolution of 10 msec or less.
Certain questions, including many that
target mechanisms of information flow,
focus their level of analysis on adjacent
columns within areas and even between
layers of cortex within columns. Abso-
lute limitations of the methodology will
be due, in part, to technical limitations
of the imaging devices and artifacts en-
countered. For example, human brains
pulsate, causing temporal blurring.
Other barriers will likely surround the
properties of the indirect hemodynamic
signals that are being measured. Grow-
ing evidence suggests that events in the
axon terminals and dendrites of neurons
may underlie the signals observed with
hemodynamic MRI measures (ref. 28;
for review, see ref. 6). If this suggestion
is correct, hemodynamic measures will
be amenable to making inferences about
net properties of components of neuro-
nal events within an area, paralleling the
local field potential (LFP) recorded by
microelectrode studies and not the spik-
ing activity itself.

For these reasons, is seems unlikely that
noninvasive hemodynamic measures in
humans will soon provide a means to vi-
sualize the millisecond timing of neuronal
events. Other kinds of method, which can
be used in combination with hemody-
namic measures, will likely push the limits
of temporal resolution in human measure-
ment (for example, see refs. 29–31). Ani-
mal models that allow single-units as well
as LFPs to be measured will be essential
to future progress (for example, see ref.
28). Nonetheless, it is worthwhile to put
skepticism in its place. The commentary
that accompanied the first report of
event-related fMRI (32) also contained
concerns about whether the limits of MRI
methods had been reached. Having sur-
veyed the promise of the new methods
being reported, which were based on aver-
ages over individual events, a note was
made that ‘‘the imaging of the neural cor-
relates of single and discrete mental
events, such as one image or one word,
remains a most desirable dream.’’ Within
a year following the printing of the com-
mentary, Wolfgang Richter, Seong-Gi
Kim, and colleagues reported an analysis
of isolated mental events (23).
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