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M
ore than a century ago, Roy
and Sherrington observed
that a change in regional
cerebral blood flow (CBF)

could reflect neural activity (1). This
concept is a basis for modern functional
brain imaging technologies including
functional magnetic resonance imaging
(fMRI), positron emission tomography
(PET), intrinsic optical imaging, and
near infrared optical tomography. These
methods have been extensively used to
map various brain functions in humans
and animals on a spatial scale of 50 mi-
crometers to a few centimeters. To un-
derstand functional maps as ‘‘meaning-
ful’’ neurophysiological parameter(s), a
chain of events from behavior to func-
tional signal recording should be under-
stood (see Fig. 1). Task and�or stimu-
lation induce synaptic and electric
activities in localized regions, which will
trigger changes in metabolic and hemo-
dynamic responses including CBF. Then,
brain mapping techniques detect a
change in one or many vascular parame-
ters, which can be displayed as a color-
ful functional image. However, the exact
relationship between neural activity and
a functional imaging signal is not well-
understood. Therefore, understanding
the physiological sources of the func-
tional imaging signals is critically impor-
tant as summed by Raichle, ‘‘We have
at hand tools with the potential to pro-
vide unparalleled insights into some of
the most important scientific, medical,
and social questions facing mankind.
Understanding those tools is clearly a
high priority’’ (2).

This critical issue was investigated by
Caesar et al. (3) in this issue of PNAS
using rat cerebellum as a model, where
excitatory and inhibitory neural activi-
ties in Purkinje cells can be controlled
by climbing fiber and parallel fiber stim-
ulations, respectively. When excitatory
and inhibitory neural activities were in-
dependently modulated, CBF was de-
tected by laser Doppler flowmeter. One
important observation by Caesar et al.
(3) is that blood flow response induced
by neural activity is correlated with
postsynaptic field potential activities,
regardless of type of stimulus. Similar
findings were also observed in rat so-
matosensory cortex and monkey visual
cortex (4–8). The same conclusion was
drawn whether inhibitory and excitatory
stimuli were combined or either stimula-
tion was used alone. Inhibitory synaptic
activity increased CBF without produc-

ing any spiking activity (4), demonstrat-
ing that the action potential, by itself,
does not significantly contribute to the
CBF change. It should be noted that
there is an alternative opinion that the
spike activity is indeed an energy-con-
suming process and increases CBF (9).
Generally, spiking patterns and rates
(which can be measured by single-unit
recordings) are the major interest of
most neuroscientists. How can we inter-
pret hemodynamic-based functional sig-
nals as a population of action poten-
tials? It seems that we cannot consider

the magnitude of functional imaging
signals as an (even qualitative) index of
neuronal action potentials. However, it
has been observed, based on stimulation
strength- (frequency, contrast, etc.) de-
pendent studies, that the magnitude of
the hemodynamic response in cerebrum
is monotonically correlated with firing
rates (5, 10–12). Taken together, the
hemodynamic response is monotonically
correlated with the synaptic activity (as
shown by Caesar et al., ref. 3), which
may be also related with the action po-
tentials in the cerebrum, but probably
not in the cerebellum. In fact, Logoth-
esis et al. (5) demonstrated that the
fMRI signal in monkey’s visual cortex is
correlated well with both multiunit ac-
tivities and field potentials.

Another observation by Caesar et al.
(3) is that the combined postsynaptic
activity of sequential excitatory and in-
hibitory stimuli is greater than the activ-
ity induced by either of the two individ-
ual stimuli, but less than activity of the
summation of two independent stimula-
tions. When two stimuli are applied
sequentially into the same region, the
neural activity induced by the following
stimulation is influenced by that of
the preceding stimulation. During the
‘‘neural refractory’’ period, cells cannot
recover fully from the neural activity
induced by the preceding stimulation.
This results in the reduction of the neu-

ral activity induced by subsequent stimu-
lation. These electrical responsive prop-
erties of neurons can be investigated by
using brain mapping techniques because
the hemodynamic response is closely
related to the magnitude of field poten-
tials. Similarly, dynamics of neuronal
activity over time can be measured by
using the hemodynamic response.

An important but often ignored is-
sue is how precisely the timing of neu-
ral activity can be measured from the
sluggish hemodynamic response. Be-
cause the hemodynamic response takes
a few seconds to be observed, it is con-
sidered that neural activity on the mil-
lisecond time scale is too fast to be
resolved by hemodynamic-based imag-
ing techniques. However, on some oc-
casions, neural interaction can be de-
tected by fMRI (6) using the property
of temporal coupling between neural
activity with refractoriness and CBF
response (3). Travel times along differ-
ent neuronal pathways can vary on the
order of milliseconds; when a detection
area includes the intersection of such
pathways induced by multiple stimuli,
the difference between the neuronal
travel times can be measured. The
slower neural activity is significantly
reduced and possibly eliminated when
it occurs within the neural refractory
period induced by the preceding activ-
ity. Thus, by controlling onset times of
two stimuli, the minimal hemodynamic
response induced by two stimuli can be
examined, providing a timing differ-
ence of the two neural pathways. Thus,
the hemodynamic response can be used
to detect neural timing differences by
controlling input tasks (6).

Because hemodynamic response is
closely related to synaptic activity, we
might assume that the hemodynamic
response is constant for as long as the
neural activity remains constant (3).
However, it is not rare to observe the
hemodynamic refractoriness or the vari-
ation of hemodynamic response even
though neural activity remains constant.
When the interval between two stimula-
tion periods is longer than 1 second
(which is much longer than a neural re-
fractory period), identical neural activity
might be expected during the repeated
stimulation periods. However, the hemo-
dynamic response induced by the second

See companion article on page 4239.
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Regardless of stimulus,
neural activity-induced
blood flow response is

correlated with
postsynaptic activities.
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stimulation is often less than that in-
duced by the first stimulation (especially
with intense stimulation strength), be-
cause of the hemodynamic refractori-
ness. Also, when the baseline vascular
physiology differs because of various
internal and external factors such as age,
gender, and chemical substances, the
hemodynamic response will modulate
even if the same stimulus is used. For
example, under low blood flow condi-
tions induced by hyperventilation or by
intake of vaso-constrictors such as caf-
feine, the stimulation-induced fMRI sig-

nal is enhanced compared with the nor-
mal condition (13). Under these
conditions, the magnitude of hemody-
namic response is not solely related to
the intensity of neural activity.

One major concern in the brain im-
aging community is how precisely can
the hemodynamic signals pinpoint neu-
ral activity foci? Because the hemody-
namic response is monotonically corre-
lated with the magnitude of synaptic
activity, as shown by Caesar et al. (3),
we may consider that a region with
higher hemodynamic signal has higher
neural activity. However, this relation-
ship is applicable only to parenchyma,
and definitely not to regions with large
vessels or cerebralspinal f luids. This
issue was examined by Disbrow et al.
(14) using anesthetized monkeys on a
clinical scanner. They found that the
overlap between fMRI signals (with 1.5
mm � 1.5 mm resolution) and electro-
physiological foci was �50% and that
the largest mismatch between the two
measurements was located in areas
close to large vessels. Thus, activation
foci determined by fMRI may be
shifted to large vessel regions. In typi-
cal human functional imaging studies
with a few millimeters to a few centi-
meters spatial resolution, consequences
of a large vessel contribution to imag-
ing signals may not be serious because
the shift of activation foci is relatively
small. Nonetheless, to accurately local-
ize neuronal active sites, it is important
to remove ‘‘large vessel’’ contamination

in functional signals. The large vessel
contribution to fMRI and optical imag-
ing signals can be reduced by using im-
proved imaging and�or postprocessing
technologies (15). For example, differ-
ential imaging methods [subtracting
images obtained during one stimulus
(e.g., 0° orientation) from those during
orthogonal stimulus (e.g., 90° orienta-
tion)] have been used in intrinsic opti-
cal imaging and fMRI to remove non-
specific components (see Fig. 2).

After the minimization of large ves-
sel contribution, spatial resolution of
hemodynamic-based techniques can
depend on how finely blood f low is
regulated. Malonek and Grinvald (16)
used intrinsic optical imaging to inves-
tigate the spatial specificity of the he-
modynamic response. They found that
the hemodynamic response was not
specific at the submillimeter functional
level, describing the response as being
analogous to ‘‘watering the whole gar-
den for the sake of one thirsty f lower’’
(16). However, intrinsic optical imaging
signals contain significant contributions
of large surface vessels, which may dis-
perse ref lected light into a larger area,
resulting in a widespread response.
Contrary to optical imaging studies
(16), recent fMRI studies suggest that
tissue-level CBF changes are specific to
submillimeter functional domains (17).
When tissue-specific functional imaging
techniques are used, columnar and
laminar functional images can be ob-
tained (17) (see Fig. 3). This ability
allows neuroscientists to visualize small
computation modules of various func-
tions and provides insights into how
the brain works.

Overall, the systematic and careful
work of Caesar et al. (3) clarified some
outstanding issues in the brain mapping
community. Postsynaptic field potential
activity can be accurately inferred in
time from sluggish hemodynamic-based

Fig. 1. Schematic chain of processes from behavior to functional mapping.

Fig. 2. Intrinsic optical imaging of cat visual cor-
tex. (Upper) Surface vascular patterns can be seen
in a vessel-weighted image. (Lower) Dark patches
indicate orientation columns induced by moving
visual grids with 90° orientation. Image courtesy of
M. Fukuda.

Fig. 3. Tissue-specific fMRI of the visual cortex.
The highest activation (yellow) was detected at the
middle cortical layers in gray matter. Tissue-specific
hemodynamic responses can be used to map sub-
millimeter columnar and laminar activity. Image
courtesy of F. Zhao.
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imaging signals. To use close relation-
ships between neural activity and CBF
response, only parenchymal imaging sig-
nal should be detected. Caution should

be exercised because this close coupling
cannot be generalized for every condi-
tion and brain region. Future studies
determining a chain of detailed events

from behavior to generation of func-
tional images can further elucidate the
electrical and vascular physiological ori-
gins of functional imaging signals.
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