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Introduction
Primary prevention trials are de-

signed to test interventions aimed at
reducing the incidcnce of discase or ill
health by altering susceptibility or reduc-
ing exposure for susceptible individuals.
The intervention may involve health pro-
motion (e.g.. school-based drug use pre-
vention programs or work-site nutrition
intervention programs) or may consist of a
specific protective measure (c.g., immuni-
zation or fluoridation of the water supply).'
Such interventions can be aimcd either at
the individual or at an entire community.

Whereas in treatment trials it is
common practice to randomize individu-
als to treatment groups, it is not always
feasible to do so in primary prevention
trials. The most obvious example is the
community intervention trial, in which the
intervention itself is delivered to a whole
community and aspects of the community
infrastructure, such as mass media, arc
used. In othcr studies, the intervention is
delivered to individuals but may take
advantage of some social grouping, such
as school classes, work sites, or, particu-
larly in developing countries, villages. In
either case, it is not the individual who is
randomly allocated to an intervention
group, but a cluster of individuals.

An important feature of cluster ran-
domized trials is that individuals within a
cluster, and therefore receiving the same
intervention, will probably resemble each
othcr more than individuals in different
clusters, so their responses to the interven-
tion will not be statistically independent.
This could arise because of inherent
similarities among cluster members or
because of some feature unique to the
cluster, such as the class teacher or

workplace management. Another possibil-
ity is that social interaction between
members of the same cluster, such as

classmates or workmates, leads them to
respond similarly. If the outcome is an
infectious disease, within-cluster similari-
ties may occur as a result of the spread of
the disease among cluster members. In all
cases, the between-cluster variation in
response will consequently be greater
than that within clusters.

If subjects are randomized in clusters
rather than individually, this aspect of the
trial must be taken into account in both the
design and the statistical analysis. Within-
cluster similarities in response decrease the
effective sample size in comparison with
that required when using individual ran-
domization. Furthermore, the statistical
methods used in the analysis must take into
account the correlation among responses of
individuals in the same cluster.

In this article, we report the results of
a methodological review of primary pre-
vention trials in which cluster randomiza-
tion was used. The trials reviewed were
published between 1990 and 1993 in two
major journals in which the results of such
trials are commonly reported. Our aim
was to determine the extent to which
design and analysis aspects of cluster
randomization were appropriately dealt
with in reports of these trials.

Methods
Manual searching was used to iden-

tifv all reports of primary prevention trials
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using cluster randomization that were
published from 1990 to 1993 in two major
journals: the American Joumal of Public
Health and Preventive Medicine. An article
was considered eligible if it reported the
results of a trial of a primary prevention
measure, clusters of individuals were
randomly allocated and not merely as-
signed to a particular intervention group,
and the unit of observation was the
individual, while the unit of randomiza-
tion was the cluster. If it was not clear
whether an article was eligible, it was
omitted; for example, one article was
excluded because it did not contain a clear
statement about randomization. In some
studies, individuals were randomized and
then received the allocated intervention
as a group. These studies were not
included, although the group dynamics
may have induced correlations between
individual responses, which would raise
analytic issues similar to those raised by
the actual randomization of clusters.

The search identified 22 eligible
articles, 13 in the American Journal of
Public Health2-14 and 9 in Preventive
Medicine. 15-23 Two of these articles, one in
each journal, gave results of the same trial
at different follow-up times."'23 Because
the methods used in the two articles were
the same, we decided to include only the
one published in Preventive Medicine in
order to have more equal numbers from
the two journals.

Each article was examined indepen-
dently by all three authors to determine
whether it satisfied two selected method-
ological criteria that are especially rel-
evant to the design and analysis of cluster
randomized trials. Disagreements were
resolved by roundtable discussion among
all three authors.

Between-Cluster Variation Accounted
for in Sample Size and/or Power
Calculations

In a cluster randomized trial with c
clusters and m individuals per cluster, the
variance of the mean intervention effect
for each group is as follows:

ar2l/m + aT2
C ~~~(1)

c

where u2 is the within-cluster variance of
the response (i.e., the mean squared
deviation of individual responses within a

cluster from the mean response for that
cluster) and oa is the between-cluster
variance (i.e., the mean squared deviation
of the mean responses in the clusters from
the overall mean).24 If the between-

cluster variation is ignored, the variability
of the intervention effect is underesti-
mated as

a2 + 0a2
Mc

(2)

Sample size calculations that ignore clus-
tering thus underestimate the required
numbers.25

One can compensate for clustering
by multiplying the sample size by a
"design effect" factor, 1 + (m - 1) p,
where p is the intracluster correlation
coefficient, given by

p rC2 = M' (3)

that is, the ratio of between-cluster vari-
ability to total variability. If all members
of a cluster respond identically (& = 0),
then p = 1; if there is no variability
between clusters (ac2 = 0), then p = 0 and
the design effect is 1. The design effect is
also 1 when m = 1, because then
individuals are being randomized. The
design effect is also known as the variance
inflation factor because it represents the
amount by which the variance estimate
obtained if clustering is ignored (given in
expression 2) needs to be inflated in order
to obtain the correct variance in expres-
sion 1. From expression 1, it can be seen
that it is more effective to increase the
number of clusters, c, rather than the
number of individuals per cluster, m, but
this may be difficult if the number of
available clusters is limited and expensive
if the cluster size is large. Note that the
effective sample size of a study (i.e., the
equivalent number of independent obser-
vations) is the actual size divided by the
design effect.

An article was considered deficient
on this criterion if between-cluster varia-
tion was not taken into account in
calculating the sample size or in discuss-
ing the power of the trial.

Between-Cluster Variation Accounted
for in the Analysis

From the preceding, it can be seen
that if the between-cluster variation is not
taken into account in the analysis, the
standard error of the estimated interven-
tion effect will be too small, so the
confidence interval will be too narrow.

The corresponding P value will also be too

low, possibly leading to a spuriously
statistically significant test result. For
example, Donner and Klar26 show that,
for the data of Murray et al.,20 the P value
would be .03 if the effect of clustering

were ignored, whereas it was greater than
.1 after adjusting for the effect of cluster-
ing. Even though the estimated intraclus-
ter correlation coefficient was only .01,
because there were approximately 120
subjects per cluster, the between-cluster
variability more than doubled the vari-
ance of the observed treatment effect (i.e.,
the design effect was about 2.5).

Clustering must therefore be taken
into account in the analysis. One way is to
use the cluster as the unit of analysis: the
outcome variable is then a summary
statistic for all individuals in each cluster
(e.g., mean change in body mass index,
proportion of people smoking). Standard
statistical methods can then be used to
compare the cluster responses between
different interventions, controlling for
cluster-level baseline risk factors (e.g.,
cluster size, urban/rural location) if neces-
sary. A disadvantage of this approach is
that direct adjustment for individual-level
covariates is not possible.

The alternative is to use the indi-
vidual as the unit of analysis, taking into
account the correlation between re-
sponses of individuals in the same cluster.
For continuous outcome variables that
are normally distributed, a mixed-effects
analysis of variance (or covariance) is
appropriate, with clusters nested within
intervention groups.27 For dichotomous
outcome variables, a variety of new
techniques are available, ranging from
adjusted chi-square26 to beta-binomial
models28 and generalized estimating equa-
tions.29 An advantage of this last approach
is that it permits direct adjustment for
individual-level covariates. Detailed com-
parisons of these methods are provided by
Donner and Klar.26

An article was considered deficient
on this criterion if between-cluster varia-
tion was not taken into account in the
analysis of the primary outcome vari-
able(s).

Results
Table 1 shows the characteristics of

the 21 prevention trials, 3 of which tested
a specific protective measure5-7; the rest

were concerned with a variety of health
promotion or education interventions.
Twelve trials were completely random-
ized, and the other 9 used designs that
helped to ensure a balance of some

prognostic factors between intervention
groups: 3 used stratified randomization, 2
used a matched design, and in 4 trials the
possible randomizations were restricted
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TABLE 1-Characteristics of the 21 Cluster Randomized Trials Reviewed

Unit of Randomi- Primary
zation (Average No. Clusters Response Follow-Up

Reference Preventive Measure Design Cluster Size) Per Group Variable(s) Time

2 Smoking cessation
clinic

3 HIV risk behavior
reduction

4 Mass media smoking
prevention cam-
paigns

5 Domestic water filter

6 Giardia control strate-
gies

7 Vitamin A supple-
mentation

8 AIDS education pro-
gram

9 Nutrition intervention

10 Weight control and
smoking cessation
programs

12 Cardiovascular health
promotion

13 Tobacco use preven-
tion program

14 Tobacco use preven-
tion program

15 Breast self-examina-
tion training

16 Drug use prevention
program

17 Advice on diet,
smoking, exercise

18 Drug use prevention
program

19 Cardiovascular health
promotion

20 Tobacco use preven-
tion program

21 Cardiovascular health
promotion

22 Physician advice on
exercise

Completely random-
ized

Completely random-
ized

Restricted random-
ization

Completely random-
ized

Completely random-
ized

Completely random-
ized

Matched

Stratified randomiza-
tion

Completely random-
ized

Completely random-
ized

Matched

Stratified randomiza-
tion

Completely random-
ized

Restricted random-
ization

Completely random-
ized

Restricted random-
ization, factorial

Completely random-
ized

Completely random-
ized

Completely random-
ized

Stratified randomiza-
tion

23 Drug use prevention Restricted random-
program ization

Orientation session
(11)

Community (200)

Standard metro-
politan statistical
area (200)

Household (4)

Day-care centers (30)

Village (64)

Period of admission
(47)

Work site (275)

Work site (200)

Ambulance station
(15)

School (1 70)

School (1 40)

Community (350)

School cohort year
(210)

Family (4)

School (250)

School (220)

School unit (190)

Family (1.5)

Family medicine resi-
dent (1 7)

School (220)

33, 31, 33

1,2

2,2,2,4

Sustained abstinence
rates

Prevalence of HIV risk
behaviors

Adolescent smoking
behaviors

299, 308 Annual incidence of
gastrointestinal
illness

11, 11, 10 Giardia prevalence

229, 221

4,4,4

8,8

16, 16

10, 8,6,4

11,11

8,8,8,8,16

1,1,1,1

6,6,12

673, 700

3,3,3,3

Prevalence of cough,
fever, diarrhea

Change in attitudes,
beliefs, skills, and
behavior

Change in fat and
fiber intake

Change in mean
body mass index
and smoking
prevalence

Change in cardiovas-
cular risk factors

Prevalence of
tobacco use

Change in tobacco
use prevalence

Prevalence of regular
breast self-exami-
nation

Drug use indices

Change in cardiovas-
cular risk factors

Drug use indices

2, 2 Change in cardiovas-
cular risk factors

12,12,12,12 Tobacco use preva-
lence and inci-
dence

50,47 Change in cardiovas-
cular risk factors

12,12 Change in exercise
duration and fre-
quency

10,10, 10 Drug use prevalence,
cognitive risk fac-
tors

1 y

6 mo

2y

14 mo

6 mo

1 y

10-18 wks

15 mo

2y

1 y

3y

1 y

2y

1 y

6y

1 y

6 mo

2y

1 y

1 mo

2y

to those that ensured a balance on one or
more important factors.

The average cluster size shown is the
average number of eligible individuals
who were randomized as an intact group.
This may be considerably less than the
actual size of the unit of randomization;
for example, a community of 50 000
people may be randomized, but only 200
individuals within that community may be
eligible or randomly sampled. The aver-
age cluster size ranged from 1.5 teenagers

per family to about 350 women per
community; 12 trials had very large clus-
ters of more than 100 individuals.

The number of clusters per group
shown in Table 1 is the number that were
randomized, although some may have
been lost to follow-up and therefore
omitted from the analysis. One trial used
a 2 x 2 factorial design with three clusters
per group so that there were six clusters
per group for testing the main effect of
each intervention.18 Six of the trials had

very few clusters (four or fewer) per
intervention group, and two had only one
cluster in one or more groups. There is a
tendency for the number of clusters per
group to decrease as the size of the cluster
increases.

Table 1 also shows the variety of
primary response variables, which were
often dichotomous, particularly when use
of tobacco or other drugs was being
studied. Follow-up times ranged from 1
month to 6 years. In nine trials, the
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primary outcome was measured as a

within-subject change from the baseline
value, thus controlling for initial differ-
ences between subjects.

In most prevention trials, subjects in
a cohort are measured before and after
the intervention; when there is high
turnover or a large number of subjects per
cluster, however, repeat cross-sectional
samples may be taken instead or as

well.24'30 Of the 21 trials, 16 used cohort
samples, 4 used both cohort and repeat

cross-sectional samples,4'61014 and 1 took
repeat cross-sectional samples with an

estimated 70% overlap (responses were

anonymous).3
Table 2 gives the results of our

evaluation of the 21 trials according to the
two methodological criteria. Only 5 trials
mentioned sample size or power, and, of
these, 4 took clustering into account in the
calculations.

In the statistical analysis, 12 of the 21
trials took account of clustering. Of these,
5 used the cluster as the unit of analy-
sis,4,7,10,1314 3 used a mixed-effects analysis
of variance or covariance with clusters
nested within treatment groups,3'12'20 3
estimated the design effect and used it to
adjust standard errors or chi-square statis-
tics,2'5'23 and 1 used pedigree analysis.21

Studies that do not take clustering
into account in the analysis are likely to be
misleading in their conclusions. Of the 16
trials that reported a significant effect of
the intervention on at least one of the
primary outcome variables, 7 did not take
clustering into account in their analysis.
The reported statistical significance in
these studies may therefore be spurious.
Of the 5 trials that did not report a

significant effect, only 2 discussed sample
size or power; the other 3 may have lacked
the power to detect an important effect.

In planning a cluster randomized
trial, it is necessary to have an a priori

estimate of either the design effect or the
intracluster correlation coefficient, p. It is
therefore recommended that trial reports
include such estimates.31 Of the 21 articles
included here, 2 reported the design
effects explicitly,2'23 2 gave estimates of
p,20,21 and another 2 gave tables of results
by cluster, from which p could be esti-
mated.9'10

Discussion
It is clear from our results that the

methodological issues associated with clus-

ter randomization are not recognized
widely enough. Fewer than 60% of re-

search teams reporting the results of

recent cluster randomized primary preven-
tion trials took clustering into account in
the analysis. This is true even though it
has been more than 16 years since these
issues were discussed at a symposium on

community intervention trials, articles
from which were published in the Amen-
can Joumal of Epidemiology in 1978.32
There have been many subsequent papers

highlighting these issues and describing
appropriate methods of analysis in a

variety of journals. A recent review of the
use of cluster randomization in epidemiol-
ogy was provided by Donner and Klar.33

Many researchers had particular dif-
ficulty with dichotomous outcome vari-
ables, either treating them as continuous
and using analysis of variance or ignoring
the clustering completely for these out-
comes. Methods for analyzing dichoto-
mous variables in cluster randomized
trials need to be made more widely known
and more accessible through standard
computer software packages for statistical
analysis.

The results of our survey were even

more discouraging when it came to taking
between-cluster variation into account in
sample size calculations or discussions of
power. In most cases, there was simply no
mention of these issues. It is possible that,
for some studies, a previously published
article reported sample size calculations,
resulting in our judgment being too harsh
on this criterion. Nevertheless, in no case

was reference made to any such calcula-
tion. We believe that this is such an

essential step in the planning of any trial
that the chosen sample size should always
be justified in the report of the trial
results, which should either give details of
the calculations or refer explicitly to
where such details can be found. For
cluster randomized trials, consideration
of power at the planning stage is espe-

cially important because the number of
clusters is often limited by availability or

feasibility. Many subjects, extended fol-
low-up times, and extensive use of re-

sources are often involved, so it is essen-

tial to determine beforehand whether
such a trial is likely to be large enough to

achieve its goal. The number of clusters,
rather than the size of the clusters, is most

important in determining power.
It is interesting to note that the

results of this review are almost identical
to those of a review by Donner et al. of

cluster randomized nontherapeutic inter-

vention trials over a 10-year period.31
They found that only 3 of the 16 trials

(19%) that they reviewed accounted for

between-cluster variability in sample size

or power calculations, the same propor-

tion as our 4 of 21 (19%). They also found
that 8 of the 16 trials (50%) took account
of the effect of clustering in the analysis,
similar to our 57% (12 of 21).31 In their
review of 8 school-based drug use preven-

tion trials, Ennett et al. found that 6
(75%) did not take account of cluster
randomization in the statistical analysis.34

If a trial has only one cluster per

intervention group, it is not possible to
analyze it properly because the effect of
intervention is totally confounded with
differences between clusters. This design
should therefore be discouraged for pre-

vention trials currently in the planning
stage.

Because it is often not possible to
randomize many clusters in primary pre-

vention trials, the probability of imbal-
ance between intervention groups on

important prognostic factors may be quite
high. It is therefore particularly important
in cluster randomized trials to ensure that
the analysis of the intervention effect is
not confounded by differences between
groups in baseline risk factors. Reports of
cluster randomized trials should always
include a table showing the baseline
distribution of important characteristics
by intervention group; this table should

also provide the number of clusters and

the average cluster size for each group,
since the overall precision of a study
depends directly on these two quantities
(as shown in equation 1). Such baseline

descriptions are also helpful in determin-

ing to whom results of a particular trial

can be generalized. This is a more
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TABLE 2-Classification of 21
Articles on Primary
Prevention Trials
according to Whether
They Satisfied Two
Methodological
Criteria for Cluster
Randomized Trials

Criterion Yes No

Between-cluster varia- 4 1 7a
tion accounted for in
sample size and/or
power calculations

Between-cluster varia- 12 gb
tion accounted for in
analysis

aOf these, three found no significant effect,
possibly as a result of lack of power.

bof these, seven found a significant effect
that may have been spurious.
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complicated problem than in trials ran-
domizing individuals because generaliz-
ability may be determined both by charac-
teristics of individual participants (e.g.,
age, sex) and by characteristics of clusters
(e.g., type of work site).

Imbalances in important prognostic
factors between intervention groups
should be controlled for during the analy-
sis, either by including them as covariates
or by measuring change from baseline as
the outcome variable (or both, if there are
both baseline outcomes and other risk
factors to be controlled). Alternatively, it
may be helpful to prestratify or match on
important cluster-level prognostic factors
at the design stage, because this can
increase the power to detect clinically
relevant effects of intervention.35 How-
ever, this gain in power can be accom-
plished only if the baseline risk factors are
associated with the outcome, if the stratifi-
cation and matching are taken into ac-
count during analysis, and if the gain in
precision offsets the loss in degrees of
freedom arising from such adjustments.36
It becomes increasingly difficult to fulfill
all three criteria when there are few
clusters in each intervention group. For
this reason, researchers are urged to
proceed cautiously when selecting an
experimental design. These problems
could probably be avoided if sufficient
attention were paid to determining sample
size when designing a trial. Details re-
quired to determine sample size for
completely randomized, stratified, and
matched trials have been provided by
Hsieh,37 Donner,38 and Shipley et al.,39
respectively. Only 5 of the 21 trials dealt
with prognostic factors by prestratifying (3
trials) or matching (2 trials), and none of
these trials took the stratification or
matching into account in the analysis.

Loss to follow-up is also an important
issue in cluster randomized trials. If, for
example, there are problems with indus-
trial relations at a particular work site, not
only might it be impossible to deliver the
assigned intervention, but the whole clus-
ter may be lost to follow-up. In addition,
in trials that are cluster randomized, the
focus of the intervention is often the
cluster, not the individual, so individuals
may be more likely to drop out. Not only
might there be natural attrition as individu-
als leave a school, workplace, or commu-
nity, but immigration into a cluster may
also be allowed in some trials. Authors
should therefore report at least the
discrepancy between the number of sub-
jects entering the trial and the number
analyzed for each intervention group; in

17 of the 21 trials reviewed, this was done.
The more complete reports also included
an analysis of whether the loss to fol-
low-up was related to prognostic factors
differentially between intervention groups.

Our results perhaps give too rosy an
impression of the present situation in
regard to primary prevention trials involv-
ing clusters of subjects: we rejected many
articles because the trials were not ran-
domized at all, but clusters were merely
assigned to a particular intervention,
often for political or logistical reasons
(e.g., Perry et al.,40 Resnicow et al.41).
Many researchers now realize the weak-
ness of this "quasi-experimental" design
due to its potential for bias, so it is to be
hoped that the use of such a design will
diminish.

In many primary prevention trials,
there is no alternative to cluster random-
ization (e.g., when the intervention is
delivered by mass media or in school
classrooms orwhen structural changes are
made in the workplace). In others, it may
not be necessary; for example, we found
some family practice studies in which
individuals had been randomized, say to a
physician-delivered smoking interven-
tion42 or to physician counseling on
children's use of bicycle helmets,43 al-
though many randomize by practice for
convenience or practicality. Because clus-
ter randomized trials have less power than
individually randomized trials of the same
size, researchers should always consider
carefully whether cluster randomization is
justified. El
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