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Complex biological systems are increasingly understood in terms of
the algorithms that guide the behavior of system components and
the information pathways that link them. Much attention has been
given to robust algorithms, or those that allow a system to
maintain its functions in the face of internal or external perturba-
tions. At the same time, environmental variation imposes a com-
plementary need for algorithm versatility, or the ability to alter
system function adaptively as external circumstances change. An
important goal of systems biology is thus the identification of
biological algorithms that can meet multiple challenges rather than
being narrowly specified to particular problems. Here we show
that emigrating colonies of the ant Temnothorax curvispinosus
tune the parameters of a single decision algorithm to respond
adaptively to two distinct problems: rapid abandonment of their
old nest in a crisis and deliberative selection of the best available
new home when their old nest is still intact. The algorithm uses a
stepwise commitment scheme and a quorum rule to integrate
information gathered by numerous individual ants visiting several
candidate homes. By varying the rates at which they search for and
accept these candidates, the ants yield a colony-level response that
adaptively emphasizes either speed or accuracy. We propose such
general but tunable algorithms as a design feature of complex
systems, each algorithm providing elegant solutions to a wide
range of problems.

biological complexity � plasticity � robustness

Complex systems arise when large numbers of functionally
diverse units interact selectively and nonlinearly to produce

coherent patterns (1, 2). Understanding complexity, which char-
acterizes every level of biological hierarchy from genes to
ecosystems, poses major empirical and theoretical challenges
(2–5). A growing computational approach attempts to under-
stand complex systems by identifying the communication path-
ways among units and the algorithms governing their interac-
tions (6). This line of attack has elucidated the function of
complex biochemical systems, including bacterial chemotaxis
(7), intracellular signaling cascades (8), and the specificity and
sensitivity of T cell recognition (9). It also has been applied to
the organization of insect societies, where complex interactions
among workers yield adaptive colony-level behaviors, such as
efficient division of labor and the construction of sophisticated
nests (4, 10). Expressing the behavior of complex systems in
terms of underlying algorithms allows hypotheses to be ‘‘dry-
tested’’ by using computer simulations (2). It also helps to reveal
fundamental design features, such as feedback control, redun-
dancy, and modularity (11, 12).

An important design feature of biological algorithms is the
ability to perform robustly under variable environmental con-
ditions (7, 11, 13, 14). For example, the bacteria Escherichia coli
can detect and climb chemical gradients over a wide range of
absolute concentrations. This ability emerges directly from the
connectivity of its receptor complexes, each of which follows a
simple activation�deactivation algorithm, rather than ‘‘fine-
tuning’’ of parameters to particular chemical concentrations (7).
Similar robustness to external conditions is observed in T cells
(9), gene regulatory networks (15), and foraging honey bee
colonies (16). These examples emphasize homeostasis, or the
maintenance of a constant state or function in the midst of a

variable environment. In a wide array of situations, however,
biological systems must instead alter their function adaptively as
conditions change. For example, a forager’s sensitivity to risk can
rise markedly with its energy budget (17), and a decision-maker’s
relative valuation of speed and accuracy of choice varies with
decision urgency (18, 19). In these cases, an algorithm can
perform robustly only by remaining sensitive to changes in
conditions. In this study, we determine whether emigrating ant
colonies achieve this kind of sensitivity by tuning a decision
algorithm to emphasize either speed or accuracy.

Ants of the genus Temnothorax use a well understood algo-
rithm to solve the problem of choosing a new home after
destruction of their fragile nest cavity (typically a rock crevice or
hollow nut) (20–25). The colony can decide among multiple
options of different quality without the necessity for direct
comparison among sites by well informed individuals. A decision
instead emerges from a competition among recruitment efforts
launched by independent discoverers at each site. The compe-
tition is mediated by an active minority of ants who scout for sites
and employ a distinctive process of graded commitment to any
that they find (Fig. 1). This algorithm enhances the probability
of the colony ending up in the best available nest, but the ants’
behavior is dominated by the need to quickly end their dangerous
exposure. As a result, colonies frequently split among multiple
sites or even fail to select the best one available.

Colonies can also organize emigrations and choose among
nest sites in a very different circumstance: when their old nest
remains intact but better quality nests become available nearby.
In these ‘‘unforced’’ emigrations, the ants do not face a critical
need for immediate shelter but instead can deliberate among
alternatives from relative safety. Colonies take longer to com-
plete such emigrations than they do when faced with ‘‘forced’’
emigrations occasioned by the destruction of their old nest (26),
possibly improving their likelihood of moving directly to the best
site. Thus, these two situations potentially represent extremes of
a speed�accuracy tradeoff: forced emigrations emphasizing
speed and unforced emigrations emphasizing accuracy.

To determine whether ants use the same decision algorithm
regardless of urgency, we first simulated unforced emigrations by
using a fuller version of the algorithm shown in Fig. 1 (see Fig.
6, which is published as supporting information on the PNAS
web site). In previous work, we derived this algorithm and
accurately measured its parameters by using detailed observa-
tion of individual ants during forced migrations (24). The
algorithm’s 19 behavioral states and 44 parameters provide a
thorough description of the decision rules and information
pathways used by active ants. Simulations based on this algorithm
reliably predict the behavior of colonies in forced emigrations
(24). In this study, we set the algorithm’s parameters to values
measured in unforced emigrations to determine whether it can
also account for behavior in those conditions. Parameters were
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measured from six unforced emigrations by three colonies
moving into either good or mediocre nests. The resulting sim-
ulations effectively reproduced the colonies’ observed behavior.
Recruitment acts per ant, methods of arrival at the new site, and
numbers of ants performing each recruitment type were largely
indistinguishable between observed and simulated data (Fig. 2).
Emigration dynamics were also well reproduced, with both
observed and simulated emigrations reaching most key mile-
stones at similar times (see Table 1, which is published as
supporting information on the PNAS web site).

Another series of simulations examined how the ants might trade
off decision speed and accuracy by tuning key parameters of their
decision algorithm as urgency changes. In these simulations, colo-
nies simultaneously had available two new nest sites, one good and
one mediocre. Parameters were set to baseline values estimated
from six forced emigrations by three colonies. Three parameters
were then systematically varied to test their influence on colony
performance: (i) Search, the probability that an ant leaves the old
nest to search for new sites; (ii) Accept, the rate at which an ant
begins recruitment to a site she has found; and (iii) Quorum, the
threshold population of the new nest at which recruiters switch from
tandem running to transporting. The switch to transport accelerates
recruitment and marks a scout’s highest level of commitment to
choosing a site as the colony’s new home. One hundred simulations
were run for each combination of values. In each simulation, we
measured the speed of emigration as the time at which the old site
was completely abandoned and the accuracy of decision-making as
the proportion of the colony’s members inside the good site at the
time of old nest abandonment.

The results showed significant effects of all three parameters
on speed and accuracy (Fig. 3). Higher values of Accept and
Search led to shorter emigrations with more splitting between
the good and mediocre nests. Raising Quorum had more subtle
effects in the opposite direction, with reduced splitting fre-
quency and a relatively small impact on speed. Data from actual
colonies showed that all three of these parameters differed
significantly between unforced and forced emigrations. Both
Search and Accept were higher in forced moves, and Quorum was
lower (Fig. 4). By using these observed values, we ran additional
simulations to predict the relative speed and accuracy of deci-
sion-making expected in each type of emigration. The results
predicted markedly faster and less accurate decision-making in
forced emigrations, with colonies abandoning the old nest in
87 � 77 min and bringing 84 � 11% of their population to the
good nest. The corresponding values for the unforced case were
565 � 314 min and 97 � 7% (n � 1,000 simulations in each
condition). These predictions were confirmed by the actual
performance of 18 colonies choosing between good and medi-
ocre nests under high or low urgency (Fig. 5). Forced emigrations
finished significantly earlier than unforced ones (Wilcoxon test:
W � 252, P � 0.0001), and they were significantly less accurate,
with only 65 � 32% of each colony’s population ending up in the
good nest, compared with 90 � 18% for the unforced treatment
(Wilcoxon test: W � 67, P � 0.05).

These results show that an algorithm originally described in
emergency moves can account in detail for the behavior of
colonies in deliberative moves. Moreover, we found that the ants
tune the algorithm’s parameters to match the distinct demands
of each situation, emphasizing either decision speed or accuracy.
The parameters exerting the greatest influence on this tradeoff
are the rates for initiating search and recruitment. These rates
determine how rapidly an ant ascends a scale of increasingly
strong commitment to a site that she has found (Fig. 1). Other
complex decision-making systems, both social (27) and intracel-
lular (9, 28, 29), incorporate analogous multistep schemes. The
central importance of speed�accuracy tradeoffs to decision-
making may explain this ubiquity. Indeed, these other systems
may also tune the rates at which one step gives way to the next
according to decision urgency.

Quorums are another widespread property of decision-
making systems (30–32). Earlier work on T. albipennis empha-
sized how quorum size changed with environmental conditions
under forced emigrations (26, 33). Our study suggests, however,
that quorum size has only a small effect on the speed�accuracy
tradeoff. Instead, computer simulations predict that reliance on
a quorum consistently improves decision accuracy without im-
posing a large cost in speed. For example, the quorum of 11.3
seen in unforced emigrations is predicted to improve accuracy by
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Fig. 1. Decision algorithm used by each active ant during colony emigration.
Search consists of exploratory journeys from the old nest and gives way to
assessment once the ant finds a site. Assessment ceases at a rate that depends
on site quality, and the next behavior is chosen on the basis of a quorum rule.
At low site population, the ant canvasses her fellow active ants by leading
them to the site in slow tandem runs (43). Once the population has surpassed
a threshold, the ant fully commits to the site and uses speedy transports to
bring the passive adults and brood that constitute the majority of the colony.
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Fig. 2. Predicted (gray bars) and observed (black bars) values for the distri-
bution of recruitment activity, recruitment type, and arrival type in unforced
emigrations. (A and B) Histogram of number of recruitment acts by each active
ant. (C and D) Histogram of recruitment methods used by each active ant. (E
and F) Histogram of method of arrival by active ants at the new nest. (A, C, and
E) Emigrations to good nests. (B, D, and F) Emigrations to mediocre nests.
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40.7% compared with a quorum of zero. The corresponding
effect on emigration speed is only 5.7%. This insensitivity of
speed probably reflects a tradeoff between time devoted to
recruiting transporters and time taken by those transporters to
move the colony (22). At the same time, the quorum enhances
decision accuracy by reducing the effect of errors made by
individual units and by ensuring that information spreads
through the system before a decision is made.

Other group-living organisms face decision-making problems
similar to those of emigrating Temnothorax colonies. Although they
use different behavioral tools, their collective decision mechanisms
share fundamental features with the algorithm described here. Both
Messor ants (34) and honey bees (27) rely on a recruitment system
that amplifies local population densities through positive feedback:
mass recruitment by pheromone trails and the dance language,
respectively. Both species also make key behavioral changes on the
basis of local nest mate numbers. Social spiders carry out coordi-
nated emigrations if their nest is damaged or as part of a partially
nomadic life history (35). For them, reinforcement of routes by the
addition of silk draglines may play a role analogous to pheromone
trails (36, 37). Cockroaches decrease their probability of leaving a
temporary shelter as a function of its population, leading to
collective selection of only one out of a number of locally available
shelters (38). Bacteria have intricate information-sharing mecha-
nisms, including quorum-sensing, which they deploy to make col-
lective decisions affecting sporulation, virulence, gene exchange,
and other traits (39). As long as individuals can respond to changes
in urgency by adjusting key features of their behavior, then these

societies may also be able to tune their decision algorithms to
different environmental contingencies.

All collective decision-makers must balance speed and accuracy,
but the optimal balance is likely to vary widely with species and
context. For example, the relative value of accuracy may rise with
the cost of nest moving, determined by factors such as colony size
or distance to the new nest. Another important cost is that of
secondary moves needed to correct an inferior initial choice, when
speed is favored at the cost of accuracy. Honey bees, whose decision
mechanism bears many resemblances to that of Temnothorax (27),
invest heavily in comb construction, brood-rearing, and food stor-
age at their nest. Because most of these costs cannot be recouped
should the colony later have to abandon an inferior site, bees might
be expected to place an unusually high premium on making an
accurate choice the first time. The relative importance of speed and
accuracy should also vary for foraging decisions. For example,
colonies relying on rapid exploitation of ephemeral food sources
may place more value on speed than those that invest heavily in a
long-term food source.

A tunable algorithm represents a general means for complex
biological systems to solve multiple problems without needing
specific solutions for each one. It is reminiscent of many self-
organized algorithms that show high sensitivity to environmental
conditions, allowing them to adapt their behavior to prevailing
circumstances (4, 40). For example, as the local density of phero-
mone-depositing ants increases, they collectively switch their for-
aging strategy from random search to pheromone trails (41). In this
case, individual ants do not change their behavior, but instead rely
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on the appropriate collective structure to self-organize as a result
of changes in the environment. The tunable algorithm described
here, in contrast, works on quantitative alteration in the behavior
of the group members themselves. Because this tunability offers
greater control to the collective, these algorithms may be a common
design feature of complex systems, each providing efficient solu-

tions to a variety of problems. In this sense, they underscore the
close links between a system’s adaptive flexibility and the kind of
functional complexity that results from interplay among hierarchi-
cal levels (42). A colony’s complex organization and behavior
emerge from the cooperative interactions of its members, but this
group-level complexity in turn shapes and expands the capabilities
of individual workers, granting them the capacity to adaptively alter
group behavior as the changing environment requires.

Methods
Colonies, Nests, and Emigrations. Parameter estimates were based
on emigrations by three queenright colonies of Temnothorax
curvispinosus with 120–190 workers and ample brood. All work-
ers were uniquely paint-marked to allow quantification of indi-
vidual behavior. Each colony emigrated four times: in forced and
unforced conditions to either a good or a mediocre nest. Nests
consisted of a wood slat (2.4 mm thick) with a cavity cut through
its center, sandwiched between two glass microscope slides (50 �
76 mm). An entrance hole was drilled through the center of the
upper slide. Good and mediocre sites had rectangular cavities of
the same size (25 � 33 mm), but good sites had a smaller
entrance (1.6 vs. 4.8 mm diameter). In the forced treatment, the
colony’s original good-quality nest was destroyed to induce
emigration. In the unforced treatment, the original nest re-
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mained intact but was of poor quality, so that the ants could
improve their situation by moving. Poor nests had both a small,
round cavity (17 mm diameter) and a very large entrance (9.5
mm diameter). Colonies strongly prefer the good design to the
mediocre one and either of these to the poor one (25).

Emigrations were observed in a fiberglass tray (75 � 60 � 7
cm). The old and new nests were placed near opposite walls, 65
cm apart. Observations began when the new nest was made
available to the ants; in the forced emigrations, this coincided
with the destruction of the old nest by removal of its roof. Video
cameras recorded all activity at both the old and new nests for
up to 8 hours. If the emigration was still underway when
videotaping ceased, the colony was checked daily until it had
completed its move. Further information on these emigrations is
presented elsewhere (25).

To test for tradeoffs between speed and accuracy of decision-
making, each of 18 colonies was twice induced to choose
between a good and a mediocre nest site, once in forced and once
in unforced conditions. In each emigration, the colony in its old
nest was placed against the center of one wall of a square
polystyrene dish (20 � 20 cm). The two new nests were placed
in the opposite corners of the dish. Precautions were taken
against confounding effects of testing order or side bias. Colo-
nies were checked periodically to determine the time at which
the old site was completely abandoned and the proportion of the
colony’s members inside the good site at that time.

Simulations. We used a described algorithm (24) and estimated its
parameters from data pooled for all three individually marked
colonies. Methods followed those published earlier (24), except
for minor departures detailed in Supporting Text, which is
published as supporting information on the PNAS web site. The
algorithm was encoded in Objective C to produce a discrete-time
agent-based simulation. For each colony, we simulated 500
emigrations to both mediocre and good nests. Each run used a
colony-specific population, but other parameters were identical
across all simulations.

We compared simulated and observed unforced emigrations
by using four performance statistics: (i) the distribution of
recruitment effort across individual ants; (ii) the proportion of
active ants arriving at the new nest by each possible method

(independent discovery, after a tandem run, and being trans-
ported); (iii) the proportion of ants performing each recruitment
type (tandem runs and transports); and (iv) the duration be-
tween successive emigration milestones (emigration start, first
tandem run, first transport, and completion of 50% of trans-
ports). The first three statistics were evaluated with a �2 test,
using the simulation results as expected frequencies. For the
durations, we tested the null hypothesis that the data and the
simulation had the same mean, using the statistic

t �
�Y � ���3

S
, [1]

where Y and S are, respectively, the mean and standard deviation
of the data, and � is the mean of the simulation. Assuming a
normal distribution for the durations, t is Student-t distributed
with two degrees of freedom.

Effect of Urgency on Parameter Values. Accept was estimated by
survival analysis of the duration between each active ant’s first entry
into the new site and her first recruitment to it. The effect of
emigration urgency on Accept was tested by applying analysis of
deviance to this survival model and to another that included
urgency as a covariate. An analogous approach tested for an effect
of new nest quality. The parameter Search was similarly tested by
survival analysis of the duration of each stay in the old nest before
an exploratory journey. To estimate Quorum, we determined the
proportion Y of transports in groups of recruitment acts binned by
site population P. We then fit these data to the Hill function

Y �
Pk

Pk � Quorumk , [2]

where Quorum gives the population at which Y � 0.5 and k
determines the nonlinearity of the relationship. To detect an
effect of emigration urgency, we fit another model with separate
Quorum and k for forced and unforced emigrations. An ANOVA
then determined whether the more complex model significantly
improved the fit.
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