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Derivation versus validation

Assessing the probable clinical course of children present-
ing to their care is one of the day to day dilemmas facing
the practising paediatrician. With accurate prognostica-
tion, invasive or expensive treatment may be targeted
towards those most likely to benefit. There is little point in
expending vital resources on, or administering invasive
treatments to, children who are likely to recover without
such intervention. Children with certain characteristics
may tend to do better or worse than others. For example,
younger children or those with specific clinical signs might
be expected to deteriorate more rapidly. Past experience
often acts as a guide for the experienced paediatrician.
Algorithms (or prognostic models) can be developed to
provide a means of transferring expert knowledge to the
novice. For example, Apgar scores are routinely used to
assess the health of newborn babies, and APACHE scores
can be used as a measure of prognostication among admis-
sions to paediatric intensive care.1 In this issue, Brogan and
RaZes2 present an algorithm for identifying children
presenting to A&E with fever and petechiae who are at
increased risk of significant bacterial sepsis. It is interesting
to note that of the many prognostic models that are
published each year,3 4 relatively few are suYciently
validated and fewer still find their way into clinical
practice.5

Determining which patients will benefit from treatment
is only one use of prognostic algorithms. They also provide
a means of informing parents of the likely outcome and can
be used in research to give baseline measures of severity in
diVerent groups.

Derivation of prognostic models
An experienced clinician accumulates knowledge via the
patients that he or she has cared for from initial presenta-
tion through to final outcome. What has happened to these
cases will inform the future decisions that the clinician
makes. The process can be formalised by documenting
information on newly referred patients who are then
tracked until their outcome is known. When a suitably
sized sample has been collected, statistical techniques may
be used to build an algorithm designed to predict poor
outcome in future patients.

The most common way of deriving a prognostic model
from existing data is via regression analyses. The develop-
ment of prognostic models is extensively covered in many
medical statistics texts. From the competing models one
may be chosen that is both practical and statistically
acceptable. In particular, models may be preferred on the
grounds that they require only routinely collected and reli-
able data and do not have substantially less predictive abil-
ity than alternative models that require invasive or
non-routine data. Decisions may need to be made quickly
and algorithms should be simple and user friendly.

One problem with the development of algorithms for
prognostication is that derivation will be driven by the
available dataset. Quirks individual to that dataset may
appear to be prognostic and be encapsulated in the predic-
tive algorithm. For example, time between symptoms and
presentation may be unrelated to outcome but by chance
those patients with the poorest outcome in the available
dataset tended to present soon after the first appearance of

symptoms. A prognostic model designed to be applied at
presentation which incorporates time from symptoms as a
factor would under diagnose those presenting late.
Unusual features or extreme but random diVerences
between prognostic groups within the development dataset
may not be replicated elsewhere, leading to the creation of
a non-transportable model. Where there are many
variables competing for inclusion this problem may be
extreme. Hence, analyses that are not pre-specified but are
data dependent are liable to give a better fit than is
obtained when the model is applied elsewhere. The prob-
lem is further compounded when cut oV points for
continuous variables are selected to give the best prognos-
tication based on the development dataset.6 For example,
respiratory rate was dichotomised at 40, 50, 60, 70, and
80/min to identify the cut oV point giving the best sensitiv-
ity and specificity for predicting hypoxia in acutely ill
infants.7 Although arbitrary thresholds for continuous
variables are not generally recommended,5 they are often
preferred because of the simplicity that they confer on the
final algorithm.

The converse problem is that of under fitting. Important
prognostic variables may not be identified in the derivation
dataset and there are several reasons this could occur. Ran-
dom or chance variation may mean that the values of a
truly prognostic variable are not significantly diVerent
between prognostic groups within the available dataset. For
example, suppose time from first symptoms to presentation
is predictive of outcome but that, in the development data-
set, it just happens that the patients with the worse
outcome were unusual in that they tended to present early.
Alternatively prognostic factors may not be identified
because the patient set used for derivation is limited in
some way. For example, age may be highly prognostic but
does not enter into the algorithm because the model was
derived from data collected only from children in a very
narrow age range.

Methods of model checking are available with most sta-
tistical computer packages and tend to be well covered in
most regression texts. However, these methods merely
detect whether the chosen model adequately describes the
trends in the dataset on which it has been developed. They
cannot inform on whether the model is suitable for use in
clinical practice or an accurate description of the
population trends.

Validation

The actual evidence that the application of a
prognostic model alters medical practice and
improves the outcome of patients has to be
established additionally which is in accordance with
phase IV studies of diagnostic tests.8

Model validation is the process whereby the derived (or
fitted) model is shown to be suitable for the purpose for
which it was developed. It addresses the question of
whether the model has wider applicability. As the aim of
most published papers is to present results that will be
generally useful, these are questions of major importance
that cannot be overlooked. Surprisingly few medical statis-
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tics textbooks discuss techniques for model validation and
most do not even mention its importance or relevance to
model interpretation.

In addition to being user friendly and statistically sound,
a prognostic algorithm needs to be generalisable to be
clinically useful. A model based on variables which have
low reliability will not tend to be valid in a sample other
than that for which it was developed. One of the reasons
published algorithms may not find their way into standard
practice is the lack of evidence that they are applicable to
patients from establishments other than where they were
developed. Generalisability needs to be established by test-
ing the prognostic algorithm in numerous and diverse set-
tings.9 In the words of a recent article10 on the subject of
model validation, “Usefulness is determined by how well a
model works in practice, not by how many zeros there are
in the associated p-values.”

Techniques for model validation
It is well recognised that deriving and validating a model on
the same dataset will by definition lead to over optimistic
estimates of the model’s accuracy. An alternative approach
is to split the dataset into two parts, one part for derivation
and the other for validation. A major drawback is that the
precision of the fitted parameters will clearly be reduced as
only a portion of the dataset is used for model derivation.11

A variety of methods have been advocated for dividing the
dataset. Automated procedures exist for choosing two
halves that are homogeneous but these will also clearly give
over optimistic estimates of model validity. If some
measure of internal validity is required then it is
recommended that the data are split in a non-random way.
Data from diVerent time periods could be used3 and this is
the same as validation using a more recent cohort or pro-
spective validation using an algorithm derived from a
retrospective dataset. Alternatively, one of the less arbitrary
“leave one out” approaches may be used.12 13

External validity
The model should be externally validated by assessing its
applicability to data collected at another centre or by
diVerent individuals. Altman and Royston10 present a series
of examples of models that have been derived, internally
validated, and then validated elsewhere. They note that
authors tend to confirm the validity of their own models
but that others are less successful at doing so. This finding
could be the result of a form of publication bias; if the
authors’ internal validation was weak it is doubtful that
they would attempt to publish the results. Alternatively
there may be real diVerences between centres and the
model, while being internally valid, is not transportable
and hence of limited use.

Statistical versus clinical validity

In general authors show no appreciation of a
distinction between statistically and clinically valid
models.10

A model that is statistically valid will yield unbiased
predictions when applied to new datasets. This quality
however does not necessarily mean that the model has
clinical validity. To be clinically valid the model must be
accurate enough to serve the purpose for which it was
developed. For example, abnormal white cell might be sig-
nificantly associated with increased risk of significant bac-
terial sepsis among children presenting to A&E with rash.
This finding, even if replicated across hospitals and hence
statistically valid, may be of little clinical relevance if only a
few extra children with poor outcome are identified as a

result. There are diVerent clinical implications if applica-
tion of the algorithm means that an additional child in 50
or an additional child in four with poor outcome is identi-
fied early. Consideration must of course also be given to
whether there are other children who achieve a worse out-
come, perhaps because treatment is withheld that would
normally have been administered, as a result of applying
the algorithm. Similarly a statistically invalid model is not
necessarily clinically invalid. The algorithm may not be
consistent in the extent to which it identifies children with
poor outcome but it may always identify enough to warrant
its implementation on a regular basis. Scores need to be
reliable enough for the purpose they were developed for,
even if this reliability is relatively low.14 There will be a trade
oV between the additional workload entailed in applying
the model and the likely benefit derived by the patients.

Conclusion

Simple diagnostic models may be more portable than
more complex models.15

When Kennedy et al made the above observation they were
commenting on the statistical aspects of deriving a model
which is then used elsewhere, but it is of course true in
more ways than one. Models based only on factors which
are highly related to outcome will be more likely to be
similarly predictive in another setting. Complex models
incorporating multiple factors, for some of which any pre-
dictive value may be highly specific to that dataset, are less
likely to be similarly predictive elsewhere. From a practical
viewpoint simple models are more likely to be readily
incorporated into clinical practice with minimal disrup-
tion.

Model derivation and validation are two separate and
important parts of the same process, the identification of
clinically useful models. It is to be remembered that the
final test of a model should always be whether it is accurate
and generalisable enough for the purpose for which it was
derived.
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