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We describe a method based on the principle of entropy maximi-
zation to identify the gene interaction network with the highest
probability of giving rise to experimentally observed transcript
profiles. In its simplest form, the method yields the pairwise gene
interaction network, but it can also be extended to deduce higher-
order interactions. Analysis of microarray data from genes in
Saccharomyces cerevisiae chemostat cultures exhibiting energy
metabolic oscillations identifies a gene interaction network that
reflects the intracellular communication pathways that adjust
cellular metabolic activity and cell division to the limiting nutrient
conditions that trigger metabolic oscillations. The success of the
present approach in extracting meaningful genetic connections
suggests that the maximum entropy principle is a useful concept
for understanding living systems, as it is for other complex,
nonequilibrium systems.

gene interactions � network inference � signaling � metabolic oscillations

The application of techniques for sampling expression levels of
all of an organism’s genes through time has yielded large

amounts of data on the activity states of cellular genomes.
Microarray data have been analyzed by using a variety of
statistical tools to detect significant differences in gene expres-
sion levels and identify meaningful subgroups of genes exhibiting
similar expression patterns (1, 2). Correlations and other statis-
tical measures that group genes by profile similarity identify
functionally interconnected groups of genes because proteins
encoded by genes involved in the same biological process are
often coregulated (3, 4). However, correlation measures do not
provide direct insight into the identity or nature of the gene
interactions that give rise to the observed expression patterns.
Much effort is being devoted to the reconstruction of gene
interaction networks using a variety of modeling approaches,
ranging from simple Boolean networks through dynamical mod-
els of cellular processes (5–8). Various types of Bayesian net-
work models (9, 10), graphical Gaussian models (11, 12), and
relevance networks (13) have been developed to extract infor-
mation about gene interactions directly from expression profiles.
However, even for a simple linear model, the system is under-
determined because the number of genes sampled in a microar-
ray experiment is invariably much larger than the number of
samples, with the consequence that myriad networks can repro-
duce the observed data with fidelity. Efforts to constrain the
model space by incorporating additional information from in-
terventions and perturbations, other types of molecular data, or
literature mining are useful on a small scale but rapidly become
unwieldy with increasing gene numbers (14–17). Alternative
approaches make simplifying assumptions about network topol-
ogy or postulate that the microarray data are drawn randomly
from a Gaussian distribution (11, 12, 18).

To avoid such assumptions, which are often either untestable
or untenable, and address the underdetermination problem, we

have developed an approach to gene network inference from
gene expression data that relies on Boltzmann’s concept of
entropy maximization to support statistical inference with min-
imal reliance on the form of missing information (19, 20).
Entropy maximization has proved powerful in the analysis of
both complex equilibrium systems and, more recently, such
nonequilibrium systems as neural networks and global climate
(21–25). The underlying rationale is that each macroscopically
observable state of a complex system corresponds to a number
of microscopic states. Because the number of ways of realizing
a given macroscopic state can vary widely, the most likely state
of the system as a whole is the one that corresponds to the largest
number of microscopic states. Here we explore the utility of the
maximum entropy principle in extracting information about gene
interactions from microarray data. We formulate a procedure to
identify the pairwise genetic interaction network that has the
highest probability of giving rise to the macrostate captured in
the observed expression data. As pointed out by Shannon (20),
information and entropy are interlinked: the more information
one has, the lower the entropy. The logic of our approach is to
determine the probability distribution governing the microarray
data subject to the entropy-reducing constraint that the available
information on gene expression levels, such as their pairwise and
higher-order correlations, is faithfully encoded. Because the
resulting network is selected by the maximum entropy principle
and assumes nothing about missing information, any system with
a lower entropy requires more information than is available from
the microarray data. Moreover, the network obtained is neces-
sarily in agreement with the actual network of molecular inter-
actions (22).

We assess the ability of the maximum entropy approach to
extract relevant genetic relationships by analyzing microarray
expression data from the well studied eukaryote Saccharomyces
cerevisiae growing under conditions that the support energy
metabolic oscillations (26, 27). We report that the strongest gene
interactions inferred in our analysis of the genes exhibiting the
largest f luctuations in transcript levels during metabolic oscil-
lations identify a network of genes coding for key proteins known
to be involved in the several interconnected signaling and
regulatory processes that adjust the cellular metabolic state and
the cell cycle to the nutrient supply. Inclusion of genes showing
smaller fluctuations under the same experimental conditions
identifies important genes involved in such fundamental cellular
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processes as mitochondrial maintenance, pH regulation and cell
wall biosynthesis, DNA replication and repair, and transcription.
These results demonstrate that interconnections among cellular
processes are reflected in interconnections among genes and
indicate that it may be possible to retrieve more relevant
information about cellular signaling and regulatory pathways
directly from gene expression data than previous methods have
yielded.

Results
Network Calculation. To infer the most likely network, we selected
subsets of the genes exhibiting the highest profile variance to
minimize the contribution of experimental noise. We centered
each profile at a mean value of 0 and normalized the expression
profiles to unit variance to focus on the influence of the shape
of the gene profile rather than its amplitude. We constructed the
covariance matrix C, with the matrix element Cij representing the
correlation between the normalized expression profiles of gene
i and gene j. For data normalized in this way, C is exactly the
matrix of Pearson correlations between gene profiles. As de-
tailed in Methods and in the calculations in supporting informa-
tion (SI) SI Text, we obtained the matrix of pairwise gene
interactions M that maximizes the system entropy by inverting C
in the space spanned by its non-zero eigenvectors.

Analyzing Microarray Data. We applied the maximum entropy
method to infer gene interactions from genome-wide gene
expression data derived from a well characterized eukaryotic
organism, the yeast S. cerevisiae, cultures of which exhibit highly
coordinated metabolic f luctuations, gene expression patterns,
and cell division cycles under certain conditions (26, 27). Be-
cause of its importance in a variety of both traditional and
contemporary biotechnological applications, as well as its use as
a model eukaryote, S. cerevisiae has been studied extensively
under carefully controlled conditions. There is already an abun-
dance of genetic, physiological, biochemical, and molecular
information about its response to nutrient conditions which can
be queried to determine whether the genes and genetic inter-
actions identified by the present method play important roles in
the physiological oscillations that occur under limiting nutrient
conditions.

We first analyzed data from a recent study that monitored
changes in transcript levels in yeast cultures exhibiting energy
metabolic oscillations of �40-min duration (26). The fluctua-
tions in raw expression levels over the course of several meta-
bolic oscillations, as measured by the standard deviation, varied
among the 4,670 genes monitored from 5.2, which can be
considered as a measure of the noise in the data, to �1,800, as
shown in Fig. 1. Because microarray data are often noisy, we
focused our analysis on subsets of genes exhibiting high expres-
sion profile variance. The first two subsets comprise the 582
genes with raw profile standard deviations greater that 400.8, the
smallest of which is �77 times the magnitude of the noise, and
1,008 genes, whose smallest profile standard deviation is still �47
times the noise level. (see SI Text for a full description of the
criteria used in selecting these subsets.) It should be underscored
that irrespective of the size of the subset considered, the deduced
interactions arise from the influence of all variables. Hence even
if a gene is not explicitly considered in the network calculation,
its effect is nonetheless integrated into the interactions among
the remaining genes. The analysis yields a measure of the
magnitude and sign of the interactions most likely to give rise to
the observed data.

Relative Magnitude of Pairwise and Higher-Order Interactions. To
determine the relative contributions of pairwise and higher-
order gene interactions, we used perturbation theory to compute
the strengths of all possible three-gene interactions for the

582-gene subset (see SI Text). Fig. 2 shows the distribution of
pairwise and three-gene interaction strengths. The magnitude of
triplet interaction strengths is generally much smaller than that
of pairwise interactions. Indeed, only 151 of the more than 32
million possible three-gene interactions among the 582 highest-
variance genes have a magnitude �0.03. These rare higher-order
interactions may prove important and are discussed below.
However, most triplet interactions are very small, indicating that
pairwise interaction network captures a majority of the impor-
tant genetic couplings in the sampled yeast cells.

The Pairwise Interaction Network. To assess the structure of the
pairwise interaction network inferred using the present method, we

Fig. 1. A plot of the rank-ordered standard deviations (�) of raw expression
profiles for the 4,670 genes in the short-period data set. Arrows indicate cutoff
values for 582 genes and 1,008 genes. (Inset) The Spearman correlation
between the calculated interactions and those that result when noise of a
fixed amplitude is added to the raw profiles. Random noise from a Gaussian
distribution of width � is added to each of the raw expression profiles, and the
network for the noise-enhanced data was calculated and compared with the
network from the raw data by using the Spearman correlation. When the 500
genes with largest profile amplitudes are retained (solid line), noise of � �
52.2, �10 times the estimated background level, does not significantly change
the network. The network is more sensitive to noise when 1,000 genes are
retained (dashed line), but the correlation is still 0.9 between the original
network and that with noise added at six times the estimated background.

Fig. 2. The distribution of the relative strengths of pairwise and three-gene
interactions among the 582 genes in the short-period data set showing the
largest fluctuations during metabolic oscillations. Each curve is normalized to
unit area.
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visualized the subnetwork exhibiting the strongest 110 interactions
(Fig. 3 and SI Table 1) from the full network comprising 169,071
pairwise interactions among the 582 genes exhibiting the largest
profile fluctuations. The number of interactions selected for this
analysis is somewhat arbitrary and the general features of the
strongly interacting part of the graph do not change significantly
when this number is modestly altered. The gene interaction network
comprising the genes showing the strongest couplings is highly
interconnected. The single pair of genes (Dal4 and Gap1) not
connected to the rest of the network in Fig. 3 becomes connected
if a slightly larger subset of genes is included in the graph. Moreover,
the network nodes vary substantially in their connectivity, with
some genes, designated hubs, exhibiting strong pairwise interac-
tions with many genes. The highly interconnected network structure
is observed for the genes exhibiting the strongest interactions, while
a comparable graph of the weakest 110 pairwise interactions among
the 582 genes is largely disconnected (SI Fig. 5), as are graphs both
from random networks and from networks deduced from random-
ized data using the maximum entropy method, as illustrated in SI
Fig. 6 (28).

The maximum entropy network identifies connections between
genes involved in diverse cellular processes. To emphasize this
diversity, the genes participating in the strongest pairwise interac-
tions have been color-coded by metabolic function in Fig. 3. This
diversity of interconnected functions stands in marked contrast to
the results obtained with widely used clustering approaches based

on profile similarity (29). Correlation clustering identifies genes
involved in common functions: the expression levels of genes
involved in mitochondrial functions and protein synthesis, for
example, exhibit well correlated peaks of expression at different
points in the yeast metabolic oscillations (26, 27).

Yeast strongly prefers glucose or fructose over other carbon
sources, rapidly fermenting either sugar to ethanol even under
aerobic conditions, while also storing energy in the form of
glycogen and trehelose (30). When sugar is abundant, genes
encoding enzymes required for utilization of other carbon
sources are repressed, as are genes encoding proteins of the
mitochondrial tricarboxylic acid cycle, and gluconeogenesis,
while genes encoding glycolytic enzymes, hexose transporters
and ribosomal protein genes are activated (31). Conversely,
when a yeast culture growing on a glucose-containing medium
depletes it of glucose, it up-regulates genes encoding enzymes
involved in respiration and other mitochondrial functions and
down-regulates genes involved in other cellular functions, such
as protein synthesis (32). At low rates of nutrient supply, yeast
growing in chemostat cultures become synchronized and oscil-
late between primarily fermentative and oxidative metabolic
states with a regular period (33). These alternations entail
profound changes in the machinery for making proteins, the
activity of mitochondria, transcription, translation and DNA
replication (34). As illustrated in Fig. 4, the partially overlapping
target of rapamycin (TOR) and protein kinase A (PKA) path-

Fig. 3. The network of the strongest 110 pairwise interactions inferred by entropy maximization using the 582 genes showing the most marked fluctuations
in transcript levels in the data set from yeast chemostat cultures showing 40-min metabolic oscillations (26). Nodes are identified by gene names and color-coded
to indicate the cell process in which they participate (there is some ambiguity in assigning genes to categories). The solid blue lines denote positive couplings,
and the dashed red lines denote negative couplings. The identity of the hubs circled in red is discussed in the text.
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ways are primary mediators of nutrient signaling in yeast (35, 36).
They can be regarded as ‘‘master’’ regulators, controlling tran-
scription, translation, mRNA stability, nutrient uptake, commu-
nication between the mitochondrion and the nucleus and cell
division in response to changes in carbon and nitrogen nutrient
supplies (35, 36). TOR and PKA signaling are, in turn, mediated
by a variety of proteins specific to each cellular process.

Network Hubs Encode Key Cellular Proteins in Nutrient Signaling.
Strikingly, the hubs in the pairwise gene interaction network shown
in Fig. 3 encode proteins involved in the critical processes that tune
cell growth and division to the nutrient supply (Fig. 4). Among the
seven genes with more than six edges subjected to detailed analysis,
three encode proteins involved in TOR signaling (Fpr1, Bmh1, and
Uth1), two are outer mitochondrial membrane proteins (Hfd1 and
Arc15), one is a ribosomal protein (Rpp1A), and one encodes
calmodulin (Cmd1) (see SI Text for additional details and refer-
ences for the hub genes). Briefly, Bmh1, Fpr1, and the mitochon-
drial protein Uth1 interconnect the TOR pathway with the meta-
bolic and physical state of the mitochondrion, as well as with the
retrograde signaling system that adjusts expression of nuclear genes
encoding mitochondrial proteins in response to changes in nutrient
supply (37–39). Rpp1A is a component of the ribosomal stalk and
may be a translational regulatory protein; transcription and stability
of both its mRNA and those of other ribosomal proteins is regulated
through the TOR signaling pathway (36, 40). Cmd1 and the
mitochondrial Arc15 and Hfd1 proteins are involved in the actin
cytoskeletal dynamics that are essential for endocytosis, cell divi-
sion and mitochondrial motility; these interconnect with the TOR
signaling pathway through the Fpr1 protein (41, 42). The strongest
pairwise gene interaction detected in the subset of 582 genes (SI
Table 1) genes is between Fpr1 and Ssa1, a gene that encodes a key
regulator of the overlapping PKA nutrient signaling pathway (43).

Including More Genes. We asked how the network structure
changes when more genes are included in the analysis. When
the number of genes is expanded to 1,008, still well above the
noise level, hubs representing such fundamental cellular pro-
cesses as pH regulation and cell wall biosynthesis (Rim101),
DNA replication (Pol30), pyridoxine biosynthesis (Sno1), mi-
tochondrial organization, and biogenesis (Pet18) are added to

the network, although all of the original seven hubs are still
represented among the genes showing the strongest interac-
tions (SI Fig. 7; see SI Text for additional details and references
for hub genes). Further expansion of the gene set to 1,500 and
2,000 adds genes involved in mRNA biogenesis (Pbp4 and
Rpb8) and sphingolipid biosynthesis (Sur1). Because of the
initial ranking of genes by the magnitude of the transcript
f luctuations during metabolic oscillations, expansion of the
analyzed subset incorporates progressively more genes that
show less marked variation in transcript abundance. These
progressive expansions add genes whose genetic and physio-
logical analysis shows them to be important in the more basic
cellular processes of DNA replication, transcription and me-
tabolism (Fig. 4). Not surprisingly, the genes encoding proteins
involved in adjusting the cells’ immediate metabolic state to
the nutrient supply show the greatest variation in transcript
abundance, while genes encoding proteins involved in cellular
infrastructure show less marked f luctuations in the course of
the metabolic adjustments.

Three-Gene Interactions. A study of the strongest three-gene inter-
actions also identified genes that encode proteins likely to be
important in regulating metabolic activity. The Pnc1 gene, which is
the most highly interconnected hub in the triplet network and is
involved in 74 of the top 100 three-gene interactions, encodes a
nicotinamide deaminase that plays a major role in yeast lifespan
extension in response to caloric restriction, precisely the conditions
of the experiments from which the data set was derived (44). The
second most highly interconnected gene, participating in 66 of the
strongest 100 three-gene interactions, is the Tma19 gene, the yeast
homolog of the well studied mammalian translationally controlled
tumor protein (TCTP) gene, a calcium-binding protein that inter-
acts with microtubules, regulates translation and exerts an apoptotic
effect. The yeast Tma19 protein, which interacts with microtubules,
exhibits redox-dependent translocation to mitochondria under
stress conditions, and influences lifespan, may be a similar multi-
functional protein (45).

Gene Networks at Different Oscillatory Frequencies. Metabolic os-
cillations of markedly different periodicities have been re-
ported under different regimes of nutrient dilution and oxygen
supply (33, 46). To determine whether the different periods
are associated with similar or different states of the genetic and
cellular network, we compared the data set obtained from
cultures exhibiting a 40-min period of oscillation (26) with
transcript data obtained from cultures exhibiting a 5-h oscil-
latory period (27). Correlation clustering yields superficially
similar results, identifying groups of coexpressed genes that
encode proteins involved in amino acid and protein synthesis,
RNA metabolism, sulfur metabolism, DNA replication and
mitosis, as well as in mitochondrial structure and function (26,
27). However, although the categories are the same and
roughly equally represented in both data sets, there is little
overlap in the genes represented in each category (SI Fig. 8a).
Moreover, pairs of genes whose expression patterns are highly
correlated in one data set are not necessarily correlated in the
other (SI Fig. 8b). The genetic network inferred from the
long-period data set using the entropy maximization method
described here also differs from that extracted from short-
period data set (SI Fig. 9 and SI Table 2). However, the Rpp1A
hub is common to both networks; this and several additional
ribosomal protein gene hubs in the long-period network are all
regulated through the TOR signaling pathway (47). Moreover,
mitochondrial protein genes, albeit different ones, constitute
hubs in both short- and long-period networks (see SI Text for
additional details and references for hub genes). We conclude
that although some of the same signaling pathways are in-

Fig. 4. A diagrammatic representation of the cellular processes identified by
the network hubs among the 582 (level 1) and the 1,008–2,000 (level 2) genes
exhibiting the most marked fluctuations in transcript levels during 40-min
metabolic oscillations. PKA and TOR represent the PKA and TOR nutrient
signaling pathways; other ovals contain the designations of hub genes iden-
tified as described in the text and color-coded by cell process as in Fig. 3 (see
SI Text for details and references on the hub genes).
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volved, rather different states of the gene network support the
observed short- and long-period metabolic oscillations.

Discussion
The novelty of the present work lies in the ability of our method to
identify genes that code for important cellular signaling and regu-
latory proteins controlling yeast nutrient responses from gene
expression data alone. That is, the most strongly interacting and
highly interconnected genes of the inferred pairwise gene interac-
tion network for the short-period data set encode key control
proteins. This contrasts markedly with the results of the ‘‘clustering’’
methods widely used today to analyze microarray data. Such
correlation-based methods identify genes whose expression profiles
are similar; these can be thought of as ‘‘members of the same choir,’’
under the direction of common regulator or ‘‘conductor.’’ The
present network inference method identifies the conductors. Cor-
relation-based analytical methods were used to identify coordi-
nately regulated groups of ribosomal protein and mitochondrial
genes in the data derived from yeast cultures exhibiting short-period
metabolic oscillations (26). By contrast, the Fpr1 and Bmh1 hub
genes of the network derived here from the same data set encode
key components of the molecular machinery that regulates expres-
sion of all ribosomal protein genes and multiple mitochondrial
genes, respectively (37, 38). For example, the rapamycin-binding
Fpr1-encoded FK506-binding protein 12 (FKBP12) mediates the
direct interaction of Tor1 kinase with chromatin to regulate tran-
scription of both ribosomal protein and RNA genes (48, 49).
Evidence is accumulating that the Tor kinase and prolyl isomerases,
such as FKBP12, associate with and directly modulate histone
acetylases and deacetylases at Tor target genes (48–50) (also see SI
Text).

Perhaps the most striking result of the present analysis is that
interconnections among the several cellular processes that
mediate the concerted periodic genetic and metabolic shifts
observed in nutrient-limited yeast chemostat cultures are
ref lected in gene interactions. That is, the present method can
detect couplings between genes coding for proteins involved in
different cellular processes, such as protein synthesis, cell
division, and mitochondrial motility, which must be coordi-
nated in response to nutrient availability. These observations
reveal that there is more information about system dynamics
in gene expression profiles than had been extracted previously,
underscoring the integration of the cellular and genetic aspects
of cell function. Our methodology is therefore likely to be
useful in identifying key players in cellular networks of systems
that are less well characterized than yeast. By facilitating
analysis of the intact networks, the methodology we have
developed should also make it possible to monitor the impact
of subtle modifications of, for example, key signaling compo-
nents on network function. Finally, the success of the present
approach in extracting meaningful genetic connections indi-
cates that the entropy maximization concept will be useful in
understanding living systems, as it has been for other complex,
nonequilibrium systems.

Methods
Let the state vector x � (x1,. . . ,xN) denote the expression levels of
the N genes that are probed in a microarray experiment, and let �(x)
denote the probability that the genome is in the arbitrary state x. We
determine �(x) by maximizing the Shannon entropy, S � �¥x �(x)
ln�(x), subject to the constraint that �(x) is normalized and that its
first moment, �xi�, and second moment, �xi xj�, coincide with those
derived from the expression data. This procedure leads to a
Boltzmann-like distribution �(x) � e�H, where H � 1⁄2 ¥ij xi Mij xj
plays the role of the energy function in conventional statistical
mechanics. Thus, the matrix element Mij has the natural interpre-
tation of the interaction between genes i and j. The general result
for linear systems, the derivation of which is given in SI Text, is that

the matrix of interactions between genes can be obtained by
inverting the matrix of their covariances, Mij

�1 � Cij � �xi xj� �
�xi��xj�, where the average of any generic quantity z is defined as �z�
� � dNx �(x) z and the integral is over the space spanned by the
expression levels of N genes.**

The covariance matrix (Cij) can readily be obtained from the
gene expression data. However, the number of microarray
samples in a typical microarray data set is much smaller than
the number of genes, and therefore the covariance matrix is
noninvertible. We use spectral decomposition to get around
this difficulty, taking M to be the inverse of C in the non-zero
eigenspace corresponding to the subspace spanned by the gene
expression data, yielding Mij � ¥k �k

�1 vi
k vj

k, where �k is the
kth eigenvalue of C, vk is its corresponding eigenvector, and the
sum is over all of the non-zero eigenvalues. The matrix C can
be expressed as Cij � ¥k �k vi

k vj
k. It should be noted that the

eigenvectors with large eigenvalues contribute the most to C
but have little effect on M. The gross features of the data are
captured in these eigenvectors, and therefore such general
features indicate little about the nature of the couplings
between genes. On the other hand, the eigenvectors with small
eigenvalues dominate the calculation of M. These eigenvectors
correspond to the residual f luctuations in expression levels
that remain when the common, large-scale f luctuations are
removed.

The elements of the matrix M are, by definition, the effective
pairwise gene interactions that reproduce the gene profile
covariances exactly while maximizing the entropy of the system.
The method is readily generalizable to higher-order interactions
in perturbation theory (see SI Text). The strength and the sign
of the interaction represent the mutual influence on each other
of the expression levels of a pair of genes. This is necessarily
indirect, because gene interactions are mediated by proteins. The
magnitude of the element Mij is a measure of the strength of the
net interaction between genes i and j. The sign of the interaction
indicates the nature of the coupling: a negative coupling between
genes indicates that a change in expression level of either gene
is accompanied by a similar change in the expression level of the
other gene. Conversely, a positive coupling indicates that a
change in one is accompanied by an opposite change in the other.
The diagonal element Mii provides a measure of the influence
that gene i has on the whole network. Nodes with large diagonal
values have strong couplings with several other nodes, whereas
nodes with smaller diagonal elements generally have couplings
of lesser magnitude. The gene couplings integrate all of the
influences not considered as part of the network (see SI Fig. 10).
It should be noted, however, that the nature of the correlation
between the expression profiles of two genes cannot be deduced
directly from their coupling.

**This is a robust result for linear systems and can be derived in several ways. An alternative
way of arriving at this result without invoking the maximization of entropy follows from
the assumptions that ln �(x) peaks at x(0), is normalizable, and is a smooth function that
can be expressed in a Taylor expansion up to quadratic order: ln �(x) � ln �(x(0)) � (1/2)	ij

(xi � xi(0)) Mij (xj � xj(0)) 
 . . . , where the neglected terms are of cubic order in (xi � xi(0))
and �M, the matrix of the second derivative of ln�(x) with respect to x, is negative
definite. Note that x(0) � �x�. Within this Gaussian approximation, one again obtains the
result that M is the inverse of C. Not surprisingly, this same result is found in the graphical
Gaussian model, in which expression level data are assumed to be drawn from a Gaussian
distribution (12).
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