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Abstract
Long dynamics simulations were carried out on the B1 immunoglobulin-binding domain of
streptococcal protein G (ProtG) and bovine pancreatic trypsin inhibitor (BPTI) using atomistic
descriptions of the proteins and a continuum representation of solvent effects. To mimic frictional
and random collision effects, Langevin dynamics (LD) were used. The main goal of the calculations
was to explore the stability of tens-of-nanosecond trajectories as generated by this molecular
mechanics approximation and to analyze in detail structural and dynamical properties.
Conformational fluctuations, order parameters, cross correlation matrices, residue solvent
accessibilities, pKa values of titratable groups, and hydrogen-bonding (HB) patterns were calculated
from all of the trajectories and compared with available experimental data. The simulations
comprised over 40 ns per trajectory for ProtG and over 30 ns per trajectory for BPTI. For comparison,
explicit water molecular dynamics simulations (EW/MD) of 3 ns and 4 ns, respectively, were also
carried out. Two continuum simulations were performed on each protein using the CHARMM
program, one with the all-atom PAR22 representation of the protein force field (here referred to as
PAR22/LD simulations) and the other with the modifications introduced by the recently developed
CMAP potential (CMAP/LD simulations). The explicit solvent simulations were performed with
PAR22 only. Solvent effects are described by a continuum model based on screened Coulomb
potentials (SCP) reported earlier, i.e., the SCP-based implicit solvent model (SCP–ISM). For ProtG,
both the PAR22/LD and the CMAP/LD 40-ns trajectories were stable, yielding Cα root mean square
deviations (RMSD) of about 1.0 and 0.8 Å respectively along the entire simulation time, compared
to 0.8 Å for the EW/MD simulation. For BPTI, only the CMAP/LD trajectory was stable for the
entire 30-ns simulation, with a Cα RMSD of ≈ 1.4 Å, while the PAR22/LD trajectory became unstable
early in the simulation, reaching a Cα RMSD of about 2.7 Å and remaining at this value until the
end of the simulation; the Cα RMSD of the EW/MD simulation was about 1.5 Å. The source of the
instabilities of the BPTI trajectories in the PAR22/LD simulations was explored by an analysis of
the backbone torsion angles. To further validate the findings from this analysis of BPTI, a 35-ns
SCP–ISM simulation of Ubiquitin (Ubq) was carried out. For this protein, the CMAP/LD simulation
was stable for the entire simulation time (Cα RMSD of ≈1.0 Å), while the PAR22/LD trajectory
showed a trend similar to that in BPTI, reaching a Cα RMSD of ≈1.5 Å at 7 ns. All the calculated
properties were found to be in agreement with the corresponding experimental values, although local
deviations were also observed. HB patterns were also well reproduced by all the continuum solvent
simulations with the exception of solvent-exposed side chain–side chain (sc–sc) HB in ProtG, where
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several of the HB interactions observed in the crystal structure and in the EW/MD simulation were
lost. The overall analysis reported in this work suggests that the combination of an atomistic
representation of a protein with a CMAP/CHARMM force field and a continuum representation of
solvent effects such as the SCP–ISM provides a good description of structural and dynamic properties
obtained from long computer simulations. Although the SCP–ISM simulations (CMAP/LD) reported
here were shown to be stable and the properties well reproduced, further refinement is needed to
attain a level of accuracy suitable for more challenging biological applications, particularly the study
of protein–protein interactions.

Keywords
continuum model; implicit solvent model; screened Coulomb potentials; Langevin dynamics;
molecular dynamics simulation; protein G; BPTI; Ubiquitin

INTRODUCTION
Computer simulations have been extensively used to study the properties of liquids and solids.
1–5 They have also been useful for gaining insight into the structure, dynamics, and
thermodynamics of individual molecules in the gas phase and in solution.6 In particular,
molecular dynamics (MD) simulations can be carried out at a quantum mechanical (QM)4,7
or molecular mechanical (MM)6,8–10 level. For large molecular systems such as
macromolecules, hybrid QM/MM approaches have been introduced.11–13 The level of theory
is dictated primarily by the problem to be studied and the size of the system, which in practice
imposes limitations on the pure QM approach. Regardless of the type of calculation, application
of these techniques to biological systems requires accounting for the effects of the solvent. The
solvent modulates the structure of the solute, its dynamics and thermodynamic equilibrium.
Because of the high computational demands, a complete atomistic description of solute and
solvent is usually beyond the available resources. To reduce the computational problem,
continuum approximations of solvent effects have been sought that allow removal of all or part
of the solvent molecules but retain their effects on the solute of interest.14–20 Although
different degrees of physical rigor have been used to attain this goal, the effects of the solvent
are usually introduced by a suitable modification of the Hamiltonian of the system. A physically
meaningful continuum approximation would have an impact on all levels of theory, i.e., QM,
QM/MM and MM calculations. The problem, however, is complicated because removing the
solvent molecules eliminates or perturbs a number of effects that are difficult to describe
quantitatively in a continuum description. Among the effects to be accounted for are bulk-
solvent electrostatics, hydrophobicity and other solvent-induced intra-solute interactions
(cooperative effects), energy modulation due to explicit hydrogen-bonding (HB) competition
with solvent molecules, effects due to the granularity of the solvent, fluctuations in solvent
density, electrostriction, pressure, and viscosity.8 Depending on the system of interest and the
properties to be studied, one or more of these effects may need to be accurately described. A
clear understanding of which of these effects may be dominant in a particular problem is
essential for choosing the right approximation or model. For QM calculations of small
molecules, a relatively small number of methods have been developed to introduce the effects
of the solvent. In this case the emphasis has been placed mainly on the physical robustness of
the approach.16,21 On the other hand, the development of a physically realistic, yet practical
continuum solvent model for macromolecules has been elusive, mainly because of the
difficulties of representing all of the effects described above. Instead, an assortment of models
and methods has been reported as MM approximations that range from purely statistical
potentials to more physics-based approximations. Of necessity, simpler models have been
traditionally used that provide a partial description of the solvent, which hopefully includes
the dominant effects on the system. In biologically active macromolecules, solvent effects seem

Li et al. Page 2

Proteins. Author manuscript; available in PMC 2007 January 8.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



to be dominated mainly by electrostatics,22,23 hydrophobicity,24,25 and HB26–28
interactions, all of which have been intensively studied in various contexts. Still, conceptual
and practical difficulties remain in quantifying these effects, in particular the electrostatic29–
34 and hydrophobic35–39 contributions. The description of HB has traditionally been ignored
in continuum solvent approximations despite its fundamental role in controlling the structure
and dynamics in macromolecules (cf. Materials and Methods). A minimal model of solvent
effects for MM calculations of biological macromolecules should describe these three
components of the energetics with a reasonable degree of realism.

Part of the difficulty encountered in developing a continuum model for biomolecules stems
from their critical size scale. Proteins and nucleic acids, as well as other polymers, belong to
the class of mesoscopic systems, where purely macroscopic concepts may not be justified on
physical grounds and, at the same time, a purely atomistic description is not required. Both
electrostatic and hydrophobic effects change regimes over size scales of typical biomolecules.
Basic theoretical considerations show that the nature of the hydrophobic effect changes at
length scales on the order of a nanometer.35,36 On the other hand, basic electrostatic theory
of polar/polarizable media and computer simulations of liquids show that the dielectric
properties of water around a point charge/dipole change over distances of 5–10 Å,15,34,40
and approach bulk properties only far from the solute. In biological systems, many interactions
occur at the surface of molecules, or between molecules with characteristic length scales on
the order of a nanometer or less. Therefore, a continuum solvent model for these mesoscopic
systems should be formulated with consideration for this change in size regime. Nevertheless,
simple implicit solvent models (ISM), including calculations in the gas phase (vacuum), have
been used successfully in a variety of specific applications. However, experience has shown
that it is usually not possible to know a priori whether such simplified models will work in a
particular application. Thus, the main problems to resolve are the general reliability and
transferability of a given approach. As the size and complexity of the systems grow, continuum
models appear as the only viable alternative to a complete atomistic description, and reliability
is requisite for success. Related to this is the problem of transferability of properties between
different systems, which has been addressed and discussed for small molecules in a QM
context,41,42 and the possibility of using similar ideas in larger systems is appealing (SAH,
unpublished). It is worth noting that a continuum approximation able to bridge the QM and
the MM levels of theory may have the potential to evolve into a physically meaningful model
for mesoscopic systems, including the possibility of minimizing the arbitrariness usually
encountered in the development of parameters for ISMs in MM forcefields (see Discussion in
ref. 16).

In an attempt to address some of the issues discussed above, a continuum approximation of
electrostatic effects was proposed that is based on the theory of polar/polarizable liquids. This
approximation describes the solvent molecules by Langevin dipoles that reorient and further
polarize due to the field created by the solute, and are subject to thermal fluctuations, i.e., the
approach proposed by Debye15,34 (cf. Materials and Methods). The model is based on
screened Coulomb potentials (SCP) and is currently being extended to provide a more accurate
description of HB energetics.43 The refinement of HB includes the effects due to the
competition experienced by solvent-accessible residues for HB formation with the solvent and
with other acceptors or donors in the protein (cf. Materials and Methods). In this article, the
potential of this continuum approximation of solvent effects for structure and dynamics
calculations of macromolecules is investigated. The reliability of the results obtained from such
calculations is probed and the limitations discussed. The immediate goal of these calculations
is to quantify structural and dynamical properties of proteins using long Langevin dynamics
(LD) simulations and to compare the results with available experimental data and with results
from explicit solvent simulations. This article is a continuation of a set of previously reported
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studies in which the basic computational approach was introduced and preliminary tests
reported.8,15,34

The article is organized as follows: Materials and Methods describes the methodology used
and the computational setup; solvent electrostatic effects are discussed and the SCP continuum
approach is briefly reviewed; the importance of a correct description of HB interactions in a
continuum approach is discussed. In Results and Discussion, the results are presented and
analyzed in detail; structural and dynamic properties are calculated, including pH-dependent
effects and order parameters; a comparison with explicit solvent simulations and available
experimental data is presented. The Discussion subheading provides a summary, and future
directions are discussed.

MATERIALS AND METHODS
Electrostatic Effects

Consider a charge q immersed in an arbitrary dielectric medium. It is always possible to define
a screening function D(r) such that the electric potential at position r can be expressed as φ
(r) = q/D(r)r. The relationship between the physically measurable dielectric function ∊(r) and
the screening function D(r) is found from the definition E(r) = −∇φ(r). For a single particle
(spherical symmetry) in a pure solvent, the relation between both quantities is given by15

∊(r) = D(r) 1 + r
D(r)

d
dr D(r) −1 (1)

While eq. (1) is exact, it has no information about the functional form of either ∊(r) or D(r),
but the latter can be obtained from eq. (1) once the dielectric function ∊(r) is known from
theoretical considerations or experiments. Experiments suggest that the dielectric function ∊
(r) has a sigmoidal dependence with the distance,44–50 which is supported by classical
electrostatic theory of polar liquids (e.g. refs. 15,51,52). The formal derivation of ∊(r) and its
sigmoidal form was reported earlier51 and is based on the theory of polar solvation developed
by Lorentz, Debye and Sack51,53–57 (LDS theory; see review in ref. 58). It has been shown
that Onsager’s reaction field effects57 can also be incorporated into the formalism.15,51 Eq.
(1) shows that D(r) is also sigmoidal and approaches the same asymptotic value as ∊(r) as r
increases. For a single point charge immersed in a pure solvent (e.g. water, acetone, or form-
amide) composed of molecules with permanent dipole moment μ and polarizability p, the exact
form of ∊(r) was derived earlier51,52 and is given by

∊(r) = 1 +
∊∞ − 1

∊∞ + 2 ∊(r) + 2

+ 4πμ
Qv r 2∊(r)L { Qμ ∊(r) + 2

3kBT + μR(r) r 2∊(r) } (2)

where L(x) = coth(x) − 1/x is the Langevin function, R is the magnitude of Onsager reaction
field, which can be expressed in terms of ∊(r),51 ∊∞ is the high frequency permittivity (related
to the polarizability through the Lorenz-Lorentz relationship, i.e., 4πp/3ν = [∊∞ − 1)/(∊∞ + 2)]
Q is the charge of the source, μ is the magnitude of the dipole moments μ, ν is the solvent
molecular volume, kB is the Boltzmann constant and T is the temperature. From eq. (2) ∊(r)
can be calculated at any point r, contains no adjustable parameters and is completely defined
in terms of physically measurable quantities. For a numerical calculation of ∊(r) in pure
solvents, see refs. 15 and 51. When a point dipole μs is the source of the field, an equation
similar to eq.(2) is obtained for ∊(r) after proper Boltzmann averaging over all source
orientations.51 Although not required from a theoretical standpoint, this second average over
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the source degrees of freedom allows recovery of the spherical symmetry that is otherwise
broken by the fixed orientation of the source dipole. If the statistical average over the source
is not performed, a sigmoidal screening is still obtained, but the exact form now is also
dependent on the azimuthal angle defined by the vector position r and the orientation of the
dipole source μs.51 It may already be noticed that a continuum formulation based on the LDS
theory can be directly related to atomic properties of a molecule, i.e., local charges, Q, and to
local dipoles, μs, which in turn may be obtained using approximate quantum chemical
calculations.41,42,59–61 This procedure would formally link the screening functions D(r) of
eq. (2) with the molecular electron density obtained from ab initio calculations.62

Formulation of the Screened Coulomb Potential–Implicit Solvent Model (SCP–ISM)
An overview of the SCP continuum model of solvent effects (SCP–ISM hereafter) is given
below (for details, see refs. 8,15,34,63). Details of the implementation into the CHARMM
force field (beta version c31b1) and other supplementary material are available in ref. 64. The
SCP–ISM makes use of sigmoidal screening functions to characterize the damping of Coulomb
interactions in a solvated protein. Thus, the model is based on D(r) not on ∊(r), and the precise
form of D(r) is determined from the parameterization of the model. Sigmoidal screening
functions were first used in the study of bifunctional organic acids and bases,44–46 and later
in protein electrostatics, where they were first used to account for pKa shifts in proteins.65

Formally, once ∊(r) is known, e.g., through eq. (2), the inversion of eq. (1) can be achieved by
numerical integration to obtain D(r). From a practical point of view, however, it is useful to
invert it analytically. Note that a first-order differential equation with sigmoidal solutions
would suffice. Such a differential equation was proposed previously65 and has the form

dD(r) / dr = λ(1 + D(r))(Ds − D(r)) (3)

where Ds has the value of the bulk dielectric constant and λ controls the rate of increase of D
(r). Introducing this expression into eq. (1) yields a quadratic equation in D(r) and therefore
an analytical expression of the screening as an explicit function of r and ∊(r). A solution of eq.
(3) is given by D(r) = (1 + Ds)/[1 + k exp(−αr)] − 1, where k is a constant of integration that
is set to (Ds − 1)/2 so that D(0) = 1, and α = λ (1 + Ds). By defining D(r) from a first-order
differential equation with sigmoidal solutions, the physics of the system [i.e., Q, μ, μs, ∊∞, p,
etc; see eq. (2)] is implicitly contained in the parameters. Note that although any sigmoidal
function could have been proposed as ∊(r) or D(r) (e.g., see discussion in ref. 16), the solutions
of eq. (3) allow a good fit of the screening obtained from experimental data in pure solvents
by adjusting the single parameter λ.62 Note that since λ (or α) depends in particular on atomic
charges and dipoles of the solute, and it can be obtained from the LDS theory [cf. eqs. (1–3)],
it is possible, in principle, to derive a first-order, parameter-free continuum model of solvation
by combining quantum mechanics and theory of liquids.62 Since eqs. (1–3) are valid for a one-
particle system, an atom-dependent modulating factor, δα should be added to α (yielding an
effective screening αeff = α + δα) to correct for the screening around each atom in an N-particle
system, e.g., a polypeptide or nuclei acid. In the current version of the SCP–ISM, however, the
atom-dependent parameters αeff were obtained through the parameterization of the model based
on solvation energies of single side-chain amino acid analogs,15 so the parameters obtained
contain information of both α and the correction δα for such small molecules.

In the derivation of the SCP–ISM, the protein, composed of N partial charges qi, reaches its
final configuration in the solvent by following a standard thermodynamic cycle.15,34 In this
process, the work done in each step is evaluated, and the total electrostatic energy UT of the
macromolecule is calculated (non-electrostatic effects are treated separately). For calculating
UT, the potential is first expressed in the general form
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φ(r) = ∑
i=1

N qi
D(r)| r − r j| (4)

for any arbitrary point r. The potential defined in eq. (4) is general and satisfies the Poisson
equation regardless of the functional form of D(r) (as long as it is well behaved); it is assumed
that D(r) and ∊(r) are scalar functions. The exact form of D(r) in eq. (4) is, of course, not
known and is one of the fundamental questions in protein electrostatics. The simplifying
approximation made for deriving the SCP–ISM is to assume that D(r) can be expressed in
terms of distance-dependent screening functions Ds(|r − ri|) of sigmoidal shape, centered at
each atom coordinate ri, and the potential is then expressed as a superposition of the form
(index s stands for solvent, following notation in previously published work15,34)

φ(r) = ∑
i=1

N qi
Ds(| r − ri| )| r − ri| (5)

and then the position-dependent screening function D(r) is given in terms of the distance-
dependent functions Ds(|r − ri|) by D(r) = ∑iqi/|r − ri|/∑iqi/|r − ri|Ds(|r − ri|). Note that D(r)
is a continuous function of the position [except at (ri)] and depends on the particular distribution
of charges in the system, as expected. Note that these are formal expressions for the screening
and potential that do not assume macroscopic concepts such as homogeneity of properties
(constant dielectric) or sharp boundaries between solvent and solute.8,34

When solvated, each particle polarizes the medium, creating a sigmoidal dielectric profile as
described above. The energy Ui of the particle i in such a non-homogenous medium can be
calculated using the basic expression66

Ui = 1
8π ∫Ei(r) ⋅ Di(r)dv (6)

where the integration is performed over the volume of the solvent (assumed to be infinitely
extended); Ei(r) and Di(r) are the electric and displacement fields of particle i in the medium.
Using eq. (1), the integration in eq. (6) can be carried out analytically, with no approximations,
15,34 and yields the expression Ui = qi

2/ 2RiDs(Ri), where Ri is the lower limit of integration.
Therefore, the work required to solvate each particle can be approximated by the Born equation
of ion solvation67 even in an inhomogeneous medium, but using the nonlinear, distance-
dependent screening function D(r), i.e.,

ΔUi =
qi
2

2Ri,B

1
Ds(Ri,B) − 1 (7)

where Ri,B is the Born radius of the particle (if the inhomogeneity is neglected and the dielectric
is approximated by a constant ∊s, ΔUi takes the usual form of the Born equation for an ion).

In a similar way, using eq. (1) it is possible to calculate the energy (work) required to form the
system by bringing one particle at a time into the growing macromolecule. Using the approach
described in refs. 15 and 34, the total electrostatic energy of the system is given by

UT = 1
2 ∑
i≠j

N qiq j
Ds(rij)rij

+ 1
2 ∑
i=1

N qi
2

Ri,B

1
Ds(Ri,B) − 1 (8)
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where the first sum is the interaction term and the second, the self-energy contribution. Eq. (7)
is exact under the assumptions described above (see refs. 15, 34, and 64), and Ds(r) is the
screening function, which is assumed to account for all the screening mechanisms in the system;
Ri,B is the effective Born radius of atom i in the solvated macromolecule. The polar component,
ΔGpol, of the solvation energy, ΔG, can be similarly derived, and a general expression was
reported elsewhere.15,34 Properties of the SCP model and of eq. (8) in particular have been
discussed in previous publications8,15,34,63 (see also ref. 64).

To calculate UT from eq. (8), the effective Born radii, Ri,B must first be evaluated. An approach
based on the degree of exposure of the atom to the solvent was introduced earlier,15 in which
the effective Born radius for atom i is expressed as Ri,B = Ri,wξi + Ri,p (1 − ξi), where Ri,w and
Ri,p are the Born radii in bulk solvent and protein, respectively; ξi is the degree of exposure of
atom i to the solvent. The value ξi is calculated from the solvent accessible surface area (SASA)
of each atom in the protein, i.e., ξi = SASAi/ 4πRi

2 where Ri is the van der Waals radius of
atom i increased by the probe radius. Although a numerical evaluation of ξi was found to be
adequate in Monte Carlo applications of the model,68–70 the computation of derivatives
required in MD simulations is computationally slow. Therefore, an analytic expression is used
to calculate ξi that is based on a contact model proposed earlier.8 In this case, ξi is given by
ξi = Ai − BiΣi≠ j exp ( − Cirij) / 4πRi

2,  where the constants Ai, Bi, and Ci are obtained by
maximizing the correlation of Ri,B calculated from the numerical evaluation of ξi, and this
analytical form, as discussed in ref. 8. In this approach, Born radii incorporate information of
the local structure of the environment around the atom; thus Ri,B changes with the conformation
of the protein; Ri,B also depends on the charge of the atom to account for the asymmetrical
location of the dipole moment in water molecules and for saturation effects as described.15

Treatment of HB
Despite the enthalpic cost required to remove a polar group from a polar solvent, charged or
polar side chains are often found in the interior of native proteins.71–73 Invariably, these
groups form internal hydrogen bonds with other buried groups, partially compensating for the
unfavorable desolvation enthalpy.73–75 Experiments seem to suggest that burying a polar
group may contribute more to protein stabilization than burying a nonpolar group,73,76–78
even when entropic effects are considered. Theoretical calculations, on the other hand, have
yielded inconclusive results because of their dependence on the approximations used in the
theoretical model (see e.g. refs. 73,79,80). Clarifying this issue is essential for a reliable
continuum model of solvation: a deficient description of the delicate balance between the
unfavorable desolvation energy and favorable stabilization due to the formation of HB may
lead to an incorrect estimation of many thermodynamic properties, such as protein–protein and
protein–ligand interactions, protein folding/unfolding, structure prediction, estimation of
transition rates and binding free energies.

From a computational perspective, special treatment of HB is necessary for the reliability of
continuum models, as previously discussed.43,63 The main reason for this is that the new term
introduced into the force field that incorporates the continuum [eq. (8) in the SCP–ISM] is
derived irrespective of any inter-solute HB considerations, since only statistical concepts of
bulk solvent are used both in the formulation and parameterization. Because HB are a very
specific kind of interaction, their resulting strength and geometry is carefully reexamined in
the SCP–ISM after the term UT is introduced in place of the original Coulomb energy function
(~qiqj/rij), valid and optimized for gas-phase calculations. Because a correct description of HB
patterns and dynamics is critical for reliable results, the problem of correctly representing HB
energies in continuum approximations of macromolecules should be explicitly addressed. This
is done in the SCP–ISM, in which the short-range donor–acceptor interactions are stabilized
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independently of the strength of the long-range electrostatics controlled by the macroscopic
screening43,63 D(r).

The definition of the effective Born radius of a polar hydrogen is given in the SCP–ISM by
Ri,Bs = Ri,wξi + Ri,Aζi + Ri,p(1 − ξi − ζi), where ζ is the fraction of the proton surface buried in
the acceptor solvation sphere and Ri,A is a parameter that can be thought of as the Born radius
of the proton in a hypothetical bulk proton-acceptor solvent (see details in ref. 63). The method
in its original form has been shown to give self-energies that correlate well with results from
Poisson–Boltzmann calculations.15 It is noted that ζ is also evaluated using a contact model
approximation, although earlier applications used an analytical expression.8 In the SCP–ISM,
the strength of HB interactions in solution can be fine tuned by adjusting the Ri,A of the shared
proton. Preliminary parameterization of HB energies was based on earlier results of point
mutations of solvent-exposed residues in proteins.63,81 However, to better account for (i) the
electrostatic modulation due to the bulk solvent and (ii) the modulation due to the explicit
competition with water molecules for available HB, a systematic study of the intermolecular
potentials of mean force between all possible side chain–side chain (sc–sc) HB interactions in
proteins has been carried out.43 HB energies were calculated using constrained MD
simulations in an explicit solvent model. For the simulations reported in this paper, sc–sc HB
energies are only partially described by this more accurate parameterization, but a complete
implementation will be needed to study protein–protein interactions (cf. Discussion); side
chain– backbone (sc– b) and backbone– backbone (b– b) interactions are described according
to the original algorithm and parameterization as reported in ref. 63.

Computational Setup for the Dynamics Simulations
To prepare the structures for the simulations, all the crystallographic water molecules were
removed from the crystal structures [Protein Data Bank (PDB) access codes: 1pgb for ProtG,
1bpi for BPTI, and 1ubq for Ubiquitin (Ubq)]. In the explicit water molecular dynamics (EW/
MD) simulations, the 3-ns trajectory of ProtG reported in ref. 8 was used for further analysis.
For comparison, a similar protocol using the water drop model with constraining shell82 was
used here for BPTI. Following a previously reported simulation setup,8,82 a sphere of TIP3
water molecules with a radius of 32 Å was built around the protein. Solvent molecules that
overlapped protein atoms were removed, leaving a total of ≈5800 water molecules. The
minimal distance between protein atoms and the surface of the water sphere was ≈15 Å and
the surrounding, constraining shell had a thickness of 4 Å.8 The MD simulations were
performed using CHARMM83 in the micro-canonical ensemble with the all-atom PAR22 force
field.84 The energy of the whole system was first minimized, then heated to 298K in 6 ps, and
equilibrated for 100 ps. Subsequently, a 4-ns trajectory was generated using the SHAKE
algorithm and a cutoff of 13 Å for the nonbonded interactions; the Verlet integration algorithm
was used in all EW calculations. Ionization states of titratable residues corresponded to those
at pH 7, assuming standard pKa values. See ref. 8 for additional details on the simulation
protocol.

For the simulations with the SCP–ISM LD were used to mimic frictional drag and random
collision of the solvent on the solute molecules. The stochastic differential equation governing
the motion of atom i is mir̈ i = Fi − ζiṙ i + f i(t),  where mir̈ i is the net force acting on atom
i, with mi the mass and r̈ i the acceleration; Fi is the sum of all forces exerted on atom i by other
atoms explicitly present in the system; −ζi ṙ i is the drag force with friction coefficient, ζi; ṙ i
is the velocity; and fi is the random force. In all LD calculations, the Leapfrog algorithm3 was
used with a time step of 1 fs to integrate the equations of motion; temperature was kept constant
at T = 298K. No constrains were applied to the proteins in the minimization or the heating and
equilibration stages. An atom-based 13-Å cutoff with a shifting function starting at 12 Å was
applied. For simplicity, a constant friction coefficient ζi = 50 ps−1 was used for the heavy atoms
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in the proteins; this value is close to that given in ref. 85. It should be noted, however, that the
correct choice of ζi, and the LD protocol itself, are an integral part of a complete ISM and, as
such, should be given particular consideration in certain classes of problems85,86 (see
Discussion). For each protein, one LD simulation used the PAR22 parameter set (PAR22/LD),
while the second simulation used the CMAP (CMAP/LD) force field introduced recently.87,
88 This new potential has been developed to correct for some of the observed weaknesses of
the dihedral energy term in the PAR22 force field,89 and its performance is currently being
investigated. Further empirical improvements of this dihedral potential will probably be
necessary in the future to better describe properties of proteins in crystal structures and in
solution, in detriment of the accuracy at the ab initio level of description, as initially conceived.
A detailed and unambiguous comparison between the PAR22 and CMAP potentials would
require long MD simulations in explicit solvent, thus avoiding some of the simplifications and/
or artifacts introduced by a continuum model in development. Results from multi-nanosecond
dynamics of the proteins studied here will be reported elsewhere. For comparison of the PAR22
and CMAP representations, relevant to this article, see Results and Discussion.

For the calculation of fluctuations and average structures, the last 2 ns of the EW trajectories
were used for ProtG and BPTI. Because much longer trajectories were generated for the SCP–
ISM calculations, it was possible to analyze the convergence of dynamic properties. Figure 1
gives the average Cα root mean square (RMS) fluctuations for time intervals ranging from 1
to 12 ns measured from the end of the ProtG and BPTI trajectories. It is observed that the 1-
ns interval is too short, but at 2 ns the fluctuations are already near convergence, although small
changes are still seen at the 4 ns interval. By 6 ns, all trajectories appear to have converged,
and this interval has been used to calculate the positional fluctuations and average structures.
The average Cα RMS fluctuation of the ProtG EW trajectory changes from 0.66 Å for the 1-
ns interval to 0.72 for the 2-ns interval. Therefore comparisons between the EW and ISM results
should be interpreted with caution. All average structures were energy minimized for 200 steps
using the ABNR algorithm with the SCP–ISM. Only average values are reported for the
quantities studied; statistical errors did not modify the main conclusions and are not reported.

RESULTS AND DISCUSSION
Energy Surface of the Alanine Dipeptide

In a recent study34 of the alanine dipeptide immersed in a continuum solvent described by the
SCP–ISM, it was shown that the energy surface in the (φ,ψ)-space calculated with this solvent
model and the PAR22 force field were in agreement with the energy surface calculated from
an explicit water simulation using the same force field.90 To understand the effect of the SCP–
ISM but in combination with the CMAP force field, the alanine dipeptide energy surface was
calculated as described previously.34 The results are shown in Figure 2: Figures 2(a and b)
show the contour plots of the energy surfaces calculated with the SCP–ISM and the PAR22
and the CMAP dihedral potentials in CHARMM, respectively; Figures 2(c and d) display the
corresponding plots calculated in the gas phase. Contours are plotted relative to the global
minimum ( C7

eq see Table I) at 1.5 kcal/mol intervals. Comparison of the upper panel with the
lower shows the profound effect of the solvent on the energy surface of the dipeptide. In
particular, the transition states change markedly, as well as the positions and energies of the
minima.

Comparison of the SCP–ISM/CMAP/CHARMM surface of Figure 2(b) with Figure 6 in ref.
91 and with Figures 1 and 2 in ref. 88 shows that the positions and energies of the minima are
in qualitative agreement with previous QM/MM calculations as well as with statistical
distributions obtained from a search in the PDB. This is in contrast to the SCP–ISM/PAR22/
CHARMM surface shown in Figure 2(a), which tends to be populated almost exclusively in
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the −180° < φ < 0° region of the Ramachandran plot (compare with Fig. 3 in ref. 91). With the
coarse-grained (φ,ψ)-grid used in these calculations, four minima were identified in the SCP–
ISM surfaces [cf. Fig. 2(a and b)], corresponding to the C7

eq, C7
ax, αR, and αL minima and

discussed previously (see Table I). The change in energy of the αL minimum from about 7.6
kcal/mol with the SCP–ISM/PAR22 to about 2.8 kcal/mol with the SCP–ISM/CMAP is
noteworthy. This shift in the energy minimum is important because it may dramatically affect
structure calculations (e.g., using MC sampling). In particular the first residue in a type I′ β-
hairpin should have values of its (φ,ψ) torsional angles in the αL region.92,93 This shift in
energy may also affect the dynamics of proteins (see below). A similar degree of accuracy is
expected from a quantitative comparison between the SCP–ISM/CMAP and similar EW/
CMAP calculations of the alanine dipeptide energy surfaces.

Trajectories
Three simulations were performed on the 56-residue protein ProtG and three on the 58-residue
protein BPTI: for ProtG a 3-ns and for BPTI a 4-ns simulation in explicit water, along with
two implicit solvent simulations of 40 ns for ProtG and 30 ns for BPTI. The three-dimensional
structure of ProtG has been determined by X-ray crystallography94 and NMR spectroscopy;
95 the two structures differ primarily in the loop involving residues 46–51, and other structural
variations are observed in the helix.94 ProtG contains a packed core of nonpolar residues
located between a four-stranded β-sheet and a four-turn α-helix.94 BPTI adopts a tertiary fold
comprising two strands of antiparallel β-sheet and two short segments of α-helix.96 Due to the
long loops in the structure, BPTI is more flexible than ProtG. The structure of BPTI is stabilized
by three disulfide bridges that can be observed in the stable folds that link cysteines 5 and 55,
14 and 38, and 30 and 51. A core of nonpolar residues is also present in this protein.

The time evolution of ProtG and BPTI are given in Figure 3(a and b). For each protein, the
trajectories obtained from the PAR22/LD and the CMAP/LD simulations are presented, as
welll as the corresponding EW/MD trajectories shown in the inset of each figure. The structure
of ProtG remains stable in all trajectories as shown in Figure 3(a). Both LD trajectories closely
follow the EW/MD trajectory (for the first 3 ns) and become stable after about 0.6 ns, while
the EW/MD simulation becomes stable after about 1.5 ns. From Figure 3(a) it is observed that
the two ISM/LD trajectories are practically identical for the entire 40 ns of the simulation.

Unlike ProtG, the PAR22 and CMAP force fields lead to quite different SCP–ISM trajectories
for BPTI, as shown in Figure 3(b). The CMAP trajectory stabilizes after about0.5 ns of
simulation and then remains stable for the entire 32 ns with an average Cα RMSD of about 1.4
Å. In contrast, the RMSD of the PAR22/LD trajectory starts to increase after about 3 ns [see
Fig. 3(b)], first reaching a plateau at around 8 ns with an average RMSD of about 2.0 Å and
then around 17 ns distorting still further from the crystal structure and reaching an average
Cα RMSD of about 2.8 Å toward the end of the simulation. Note that the PAR22/LD trajectory
remains stable for the first 3 ns of the simulation [see inset, Fig. 3(b)], showing that short
simulation times may lead to incorrect conclusions regarding the stability of a particular
simulation. The EW/MD simulation stabilizes after about 2 ns and then remains stable to the
end of the 4-ns trajectory. Thus, for both proteins the SCP–ISM stabilizes the dynamics more
rapidly than when solvent is represented explicitly, as has been observed previously.8

Backbone superpositions of the average structures of ProtG and BPTI on their crystal structures
are shown in Figure 4. For ProtG, inspection of the superimposed structures shows that the
average structures calculated from the simulations preserve the essential features of the
experimental structure, including secondary and tertiary structural motifs and residue packing.
On the other hand, in the case of BPTI only the CMAP/LD average structures superimpose
well on the crystal structure, while the PAR22/LD structure shows significant deviations. The
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main sources of the distortion are the two long disulfide-bridged loops, with loop1 (residues
7–17) having an RMSD from the crystal structure of 2.3 Å and loop2 (residues 36 – 47) having
an RMSD of 1.7 Å. The RMSD of the other elements of the secondary structure have relatively
small deviations from the crystal, with a Cα RMSD of less than 0.51 Å.

The observations described above are presented quantitatively in Table II, in which various
RMSD values between the average and crystal structures are given. The all-heavy atom and
Cα RMSD of both molecules reflect the tendencies already seen in their structures and dynamics
displayed in Figures 3 and 4. From Table II it is observed that the EW/MD and both ISM/LD
simulations of ProtG yield similar RMSD values; in particular both the side chains and the
backbone of the average structures are close to the crystal structure in all cases. However, for
BPTI only the average structures calculated from the EW/MD and CMAP/LD simulations
remain close to the experimental structure, while the RMSD of the PAR22/LD simulation
becomes too large. In the last two rows of Table II, the residues have been divided into two
classes based on whether the degree of burial of the side chains is greater or less than 0.7, and
the all-heavy atom RMSD values of the side chains were calculated for each class. This
threshold was chosen because it has been shown elsewhere97,98 that the modulation of pH-
dependent properties of side chains that are more than 30% solvent exposed is primarily
controlled by the solvent, whereas for side chains that are more than 70% buried the protein
environment controls the modulation. The results show that for both EW/MD and ISM/LD
simulations, the deviations from the crystal structure conformations are smaller for buried
residues than those that are solvent exposed. This finding is not unexpected given the much
greater confinement of the buried residues, but it is important that this property is conserved
by an ISM in long dynamics, as reported here. Note that this difference still holds for the
PAR22/LD simulation of BPTI, but the all-heavy atom RMSD of the buried residues is >2
Å.

To gain further insight into the origin of the structural distortion of BPTI in the PAR22/LD
simulation, the (φ,ψ) angles have been plotted in Figure 5a for the EW/MD and both ISM/LD
trajectories as well as the crystal structure. For the ISM/LD and EW/MD simulated structures,
the values were taken from the average structure calculated from the last 6 and 2 ns,
respectively. Inspection of the figure shows that the (φ,ψ) values of the CMAP/LD average
structure are close to the values obtained from the crystal structure for all residues (neglecting
the C-terminus residues 57 and 58). This is not surprising because the structure remains close
to the crystal for the entire simulation time. In contrast, the (φ,ψ) values of the PAR22/LD
average structure differ from the crystal structure values for several residues: T11, G12, C14,
A16, R17, G36, G37, C38, and R39.

As discussed above, the two right hand quadrants of the Ramachandran plot are poorly
represented by the PAR22 force field when compared to results from ab initio calculations.
91 In particular, the αL minimum is too high in energy relative to the absolute minimum and
is not populated at room temperature. Similarly, the PAR22 potential surface of the glycine
dipeptide is quite different from the ab initio surface, as shown by a comparison of Figures 10
and 12 in ref. 91. The PAR22 distribution of glycine also suggests that the energy of the αL
region is too high. This problem with the all-atom PAR22 force field is well known34,91 (see
above) and may contribute to structural instabilities of β-turn regions in proteins and peptides
when long dynamics simulations or structural searches in Monte Carlo simulations are
performed (SAH unpublished). Note that similar problems have been identified in other force
fields (see ref. 91).

From Figure 5(a), it can be seen that all residues from the PAR22/LD simulation with deviant
(φ,ψ) values (i.e., they differ by more than 60° from the crystal structure values) are in the loop
segments of BPTI. The (φ,ψ) values of the crystal structure of residue R39 are (60°,70°), which
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puts this residue in the αL region. Since PAR22 cannot access this region at the simulation
temperature, these values of (φ,ψ) shift early in the dynamics to the upper-left quadrant (β-
region) of the Ramachandran plot, reaching values around (−90°,150°) in the final average
structure. Note that in BPTI there are no other residues with (φ,ψ) values in the αL region, and
in ProtG, there are no such residues.

Of the nine deviant residues (listed above), only for R39 are the experimental (φ,ψ) values in
a region inaccessible to PAR22. For the four residues, C14, C38, A16, and R17 the (φ,ψ) values
of the crystal structure are in the β-region, while in the ISM/LD simulation using PAR22, these
residues are in the lower-left quadrant (α-region), and for T11 the crystal structure is in the α-
region and the PAR22 average structure in the β-region. The three glycine residues behave
similarly, putting the PAR22 structure in a different quadrant from the experimental structure.
Because of the failure of PAR22 to properly describe the αL region, the conformation of R39
in the PAR22/LD average structure (Fig. 5a) is strongly distorted. Assuming that the energy
function correctly ranks the crystal structure as a member of the native ensemble at the absolute
free energy minimum, it may be that the deviations found in the other eight residues in the
PAR22/LD simulation are a collective response to the distorted R39 to maintain as far as
possible the optimal, native structure.

Although the EW/MD simulation is much shorter than the ISM/LD simulations, it is instructive
to examine the main chain torsion angles of the EW/MD average structure [see Fig. 5(a)]
because the simulation also uses the PAR22 force field. It is seen that nearly all residues are
in close agreement with the crystal structure except for R39 and G36. The (φ,ψ) values of R39
from the EW/MD average structure places it in the β-region, as is the case for the PAR22/LD
conformation of R39. Figure 5a shows that the torsion angles of G36 in the PAR22/LD
simulation also deviate strongly from the crystal structure values, making it tempting to suggest
that the distortion in G36 compensates for the artifactual conformation of R39 to maintain the
structure as near to the crystal structure as possible. It is noted that there are four other residues
that show smaller differences (<60°) that may also compensate for the distortion introduced
by R39.

To further probe the generality of the above findings, the analysis of the backbone torsional
angles has been applied to long PAR22/LD (7 ns) and CMAP/LD (35 ns) simulations of Ubq.
Ubq is a 76-residue protein comprising a three-turn α-helix and a five-strand β-sheet, packed
together by a dense hydrophobic core. The last four residues (LRGG) on the C-terminus are
solvent exposed both in the crystal99 and in the NMR structures (PDB: 1d3z),100 showing
large conformational fluctuations and no HB interactions with the rest of the protein. The time
evolution of the trajectory is given in Figure 3(c). Both dynamics show large conformational
fluctuations of the last four residues, so they were excluded from the RMSD calculations. The
CMAP trajectory is stable for the entire simulation time, with an average Cα RMSD of about
1 Å. The Cα RMSD of the PAR22 trajectory appears to be increasing, with a value of about
1.5 Å at 7 ns. However, the structure clearly has not distorted to unacceptable levels at this
stage of the simulation, and a plateau is attained until at least 10 ns, when the simulation was
interrupted. For the analysis below, an average structure from the last 2 ns of the PAR22
trajectory and the last 6 ns of the CMAP trajectory was used.

The φ and, ψ torsional angles for each residue are plotted in Figure 5(b). From the crystal
structure of Ubq, there are six residues (T9, E34, F45, A46, Y59, and K63) with (φ,ψ) torsion
angles in the range (48 – 81,5– 45). Figure 2(b) gives a range of (45–100,5–70) for the αL
region so that all six residues appear to fall in this region. Note that the standard range of
(φ,ψ) values assigned to the αL region is somewhat narrower.92 From Figure 5(b) it is seen
that all six residues are located in the loop regions of the protein, as is the case for BPTI [Fig.
5(a)]. Figure 5(b) shows that the values of all torsion angles in the CMAP simulation are close
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to the corresponding crystal structure values, which is not the case for the PAR22 simulation.
Of the six residues in the αL conformation, three have distorted to other regions in the
Ramachandran plot, namely F45 (65,− 85; 1 ns), A46 (−140,10; 1 ns) and K63 (−60,135; 4
ns), where the last entry is the time at which the residue is no longer in the αL region. None of
these residues have necessarily found their equilibrium conformations at this time in the
simulation, which may also be true for the other three residues that are still in the αL-region
conformation at 7 ns. From these findings, it appears that the behavior observed in the PAR22/
LD simulation of Ubq is similar to that found in BPTI. Thus there is a strong tendency for
residues in the αL region to find other more favorable conformations (for the PAR22 force
field), and there are other residues, usually in the loops, that also distort [see Fig. 5(a and b)],
perhaps as compensation to allow the protein to stay as close as possible to the actual solution
structure. The fact that these residues are found in the loop segments, combined with their
flexibility, allows them to adjust to conserve the overall solution conformation. Nevertheless,
such distortions may lead to side-chain conformations very different from their actual
conformations, which, in turn, may lead to large errors in the calculated values of other
properties.

Fluctuations and Correlation of Motions
The RMS fluctuations (RMSF) of the Cα were calculated from the simulations and the Debye–
Waller factors of the crystal structures101 and are shown in Figure 6. The approximate
positions of the elements of secondary structure are also shown at the bottom of each panel.
The RMSD between the calculated and experimental RMSF values were also calculated and
are reported in the second column of Table III. Figure 6 shows that the RMSF calculated from
the simulations exhibit a rough qualitative correspondence to the crystallographic B-factors in
both proteins. However, larger deviations are apparent that, on average, are greater in BPTI
than in ProtG (cf. Table III). It is noted, however, that this difference may be due to the much
smaller window that was available for calculating the RMSF of the EW trajectories (see Fig.
1). Note also that for ProtG the RMSF-RMSD from the two ISM/LD simulations are very
similar, while for BPTI the RMSD is larger for the PAR22/LD simulations, which might be
another indicator of the large structural distortion of BPTI in this trajectory.

The RMSF from the simulations behave differently in ProtG than in BPTI. In the former, the
calculated RMSF in the β-strand and α-helical regions tend to be smaller than in the crystal
structure. Moreover, there are only a few residues with RMSF values that deviate strongly from
the temperature factors, and these are confined to the loop segments. However, in BPTI larger
deviations are observed that are mainly localized in the loop regions and are larger than in
ProtG. The behavior of the EW/MD fluctuations observed here is similar to what has been
observed by other authors.102,103 Because the temperature factors may be affected by
additional effects besides the internal fluctuations, such as crystal-packing forces and
intermolecular interactions with nearest neighbors, better agreement between calculated and
experimental RMSF has, in general, not been observed. In addition, properties calculated from
simulations using implicit solvation may also be adversely affected by the lack of protein-
explicit water interaction.

Another descriptor of backbone motion is the generalized order parameter, S2, which
characterizes the angular correlation for the dynamics of the N-H bond vector. S2 can be
calculated from the trajectory as the limiting value (t → ∞) of the autocorrelation
function104 Cα(t) = 〈P2[nα(t0) · nα(t0 + t)]〉, given by105

Sα
2 = lim

t→∞
Cα(t) = 4π

5 ∑
m=−2

2 | Y2m(Ω)|2 (9)
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where nα is a unit vector pointing along the N-H bond of the peptide group of residue α,
P2(t) is the second-order Legendre polynomial, Y2m(Ω) is the second-order spherical harmonic,
and Ω is the orientation of the N-H bond relative to the macromolecular fixed frame. S2 can
take values ranging from 0, corresponding to completely unconstrained motion, to 1,
representing the absence of independent internal motion.106

The generalized order parameters have been calculated from all of the trajectories and are
plotted in Figure 7 for both ProtG and BPTI, along with the corresponding values obtained
from NMR relaxation measurements.107,108 The RMSD values between the calculated and
measured results are given in the third column of Table III. These results show that the overall
agreement is similar for all cases except for the PAR22/LD simulation of BPTI, pressumably
because this trajectory is unstable. The differences in flexibility indicated by the order
parameters are in agreement with the RMSF, with the greatest flexibility occurring in the loop
regions, while other secondary structural elements are more constrained. Residue positions for
which one or more calculated order parameters deviate strongly from the measured value have
been labeled. In ProtG [Fig. 7(a)], Leu12 is of particular interest because it is the only case in
either protein for which the measured order parameter is substantially smaller than the
calculated value. In all other cases where there are large deviations in one or more values, the
order parameters from the trajectories are smaller, indicating less constrained motion than what
is implied from the measured values.

On average, the ProtG order parameters calculated from residues in the α-helical and β-strand
regions of the structure indicate less flexibility in comparison to the NMR structure [Fig 7(a)].
The large deviation of the order parameter in G41 calculated from the CMAP/LD simulation
appears to be an artifact, possibly indicating that the new parameter set is not yet completely
optimized (see also the next section). It also appears that the order parameters calculated from
the CMAP/LD trajectory are on average larger than the corresponding values obtained from
the PAR22/LD and EW/MD trajectories, indicating that for ProtG the CMAP/LD trajectory
may be somewhat overly rigid and probably unrelated to the solvent model. Comparison of
the results found here with other reports indicates overall similar behavior and accuracy.103

In BPTI, the order parameters calculated from the simulated structures tend to be smaller than
the values obtained from NMR,108 and the large deviations are confined to the loop regions
[Fig. 7(b)]. Note, however, that the largest deviations are exhibited by the PAR22/LD
trajectory, which is probably due to its instability. Moreover, the order parameters of the EW/
MD and CMAP/LD simulations of residues in the loop regions linked by the C14–C38 disulfide
bridge are smaller than the measured values. Interestingly, the S2 values calculated from the
EW/MD calculation seem to be very close to the S2 calculated by other authors109,110 in 1-
ns simulations starting from the X-ray structure, although the explicit solvent representations
are quite different. Caution should be exercised, however, when comparing the calculated S2
(H-N) parameter with their experimental values, because internal water molecules were
removed from the simulations and may affect the backbone dynamics of certain residues (e.g.,
P8, Y10, T11, C14, C38, G37, K41, and N43, whose -HN groups are all H-bonded to
crystallographic water molecules); note that these residues belong to the loops, which are also
the most flexible regions of the protein and where most outliers in Fig. 7b are located.

The covariance among different regions of a protein can reveal the extent of correlated motion
and can be used to analyze and compare trajectories for their reliability and similarity. In
general, the motions of different regions of a protein are not correlated, but in some cases, such
as among proximal residues or regions, as in domain– domain communication, the two
segments move in concert with each other, either in the same direction (correlated) or in the
opposite direction (anti-correlated). The magnitude of the correlation can be estimated from
the covariance, i.e., Δri · Δrj, where Δr = r − r̄and r̄ denotes the average of r at the centroid
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of the corresponding residue i or j.111 The normalized cross-correlation function C(i, j)
between residue i and j is given by

C(i, j) = Δri ⋅ Δr j / Δri
2 Δr j

2 (10)

where the angle brackets denote an ensemble average; C(i, j) = 1 or C(i, j) = −1 means
completely coupled or anti-correlated motion.

The correlation matrices for the two proteins calculated from the trajectories are shown in
Figure 8. For each protein, the EW/MD results were obtained over the last 2 ns, while the last
10 ns were used for the ISM/LD trajectories. The diagonal elements of the covariance matrix
are the positional RMSF that converge in a fairly short time, as shown in Figure 1. The off-
diagonal elements converge more slowly112 so that comparison between the ISM/LD and EW/
MD results needs to be applied with caution. This is because if the trajectory is too short
artifactual correlations may be seen that have not had enough time to be averaged out. Note
that in ProtG several anti-correlated regions seen in the EW/MD plot have disappeared in the
ISM/LD plots, and the highly correlated regions have decreased. This is also true for the CMAP/
LD plot of BPTI, but not for the PAR22/LD simulation of this protein. However, because the
latter trajectory is unstable, it is not possible to interpret the significance of the various
correlated or anti-correlated regions.

In general, for both proteins, the regions of positive correlation correspond to highly coupled
motions of residues within the same helix and between neighboring strands. For each protein,
the patterns of correlation vary to some extent between the different simulations. Specifically,
for ProtG the EW/MD simulation exhibits patterns of strong anti-correlations between the α-
helix and the β-sheet, as well as between loop 19–22 and loop 47–50 [cf. Fig. 8(a)]. However,
in both ISM/LD simulations [cf. Fig. 8(b); see caption] the anti-correlated motions between
the α-helix and the β-sheet are much weaker, while anti-correlated motions between residues
9–12 and 37–41 in the ISM/LD simulations are not observed in the EW/MD plot. Note also
the strong correlation seen between the two termini regions in all simulations. A strong
correlation is also seen between Gly41 and the N-terminus in the CMAP/LD plot. This
correlation is not present in either the EW/MD or PAR22/LD cross-correlation plots. These
differences are probably related to the difference between PAR22 and CMAP potentials.

For BPTI, strongly coupled correlations are observed in the region close to the C14–C38
disulfide-bridge [cf. Fig. 8(c and d)]. All simulations predicted coupled motion between N-
terminal helix 3–6 and the loop 36–44, and anti-correlated motion between the loop 25–28 and
the C-terminal helix 48–55. The coupled motions between loops 8–17 and 36–44 and anti-
correlated motion between the two helices are predicted by the EW/MD [cf. Fig. 8(c)] and
PAR22/LD [cf. Fig. 8(d); see caption], but are probably artifactual because the EW/MD
trajectory is too short and the PAR22/LD simulation is unstable. Results from an earlier study
of cross correlations show reasonable agreement in the location of the correlated and anti-
correlated regions.111

Hydrogen Bonding
Protein HB patterns represent one of the most important structural features that characterize
both secondary and tertiary structural motifs. It is therefore important to verify whether the
experimentally observed HB patterns are reasonably preserved in long simulations, especially
when implicit solvent models are used. In particular, the inter-residue HB characteristics of
solvent-exposed residues may be strongly modified by the absence of explicit solvent. For the
analysis of the simulations reported here, HB was identified using the criteria that the PA––
H-PD (PA = proton acceptor; PD = proton donor) angle was ≥ 135° and that the PA––H bond
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length was ≤2.5 Å. Intra-residue HB and nearest-neighbor (i, i + 1) HB between main-chain
PA and PD were excluded. The H-bonds are classified as b–b (backbone–backbone), b–sc
(backbone–side chain) and sc–sc (side chain–side chain) corresponding, respectively, to the
cases in which both PA and PD atoms belong to the backbone, one belongs to the backbone
and the other to a side chain, and both belong to side chains, regardless of the atom types
involved.

The numbers of H-bonds in each class, as observed in the crystal and in the average structures
obtained in the simulations, are listed in Table IV. The results show that for all classes the
numbers of H-bonds observed in the simulated structures agree well with the crystal structures
except for the sc–sc type in the two ISM/LD simulations of ProtG. The number of b–b H-bonds
found in ProtG is close to the reported value of 34 from experiments113 and from QM
calculations.114 In BPTI, the number of b–b H-bonds in the simulations is in good agreement
with the b–b HB found experimentally in native BPTI crystals115 and in earlier EW
simulations.116

The extent of exact pairing correspondence to the crystal structure between PA and PD residues
calculated from the average structures of the different simulations and crystal structure b–b
type HB is >90% for ProtG and in BPTI it is about 70% for the ISM/LD average structures
and 85% for the EW/MD average structure. In both proteins, the best correspondence is found
from the EW/MD simulation.

For HB involving side-chain atoms, the number of b–sc HB-bonds of the calculated structures
agrees quite well with the corresponding crystal structure (Table IV), and the extent of exact
correspondence of the PA and PD between calculated and observed HB lies between 30 and
80%. Good correspondence is also noted for the four sc–sc type HB in BPTI for all simulations
and for the EW/MD average structure of ProtG (70%). In contrast, the PAR22/LD and CMAP/
LD structures of ProtG have lost most of the sc–sc H-bonds observed in the crystal or EW/MD
structures. The residues involved in sc–sc HB are primarily on the surface of the protein with
high solvent exposure (>50%), so it is not surprising that these residues are the most affected
by the replacement of explicit with implicit solvent. In all of these cases, the conformations of
the side chains have changed, increasing the PA––H separation beyond the threshold value of
2.5 Å (from about 3 to 6 Å as measured in the average structures). Nevertheless, the solvent
exposure of these residues in the ISM/LD average structures of ProtG do not change much
from the crystal structure values (see next section) suggesting that it might be the weakening
of energies of these H-bonds that leads to their loss in the ISM/LD simulations (see discussion
section and ref. 43).

Solvent Accessibility and pH-Dependent Properties
Insight into structural properties such as hydrophobic packing or potential modulating effects
arising from the protein local environment can be obtained from the residue solvent exposures.
The solvent-exposed fractions of the side chains are shown in Figure 9(a) for ProtG and in
Figure 9(b) for BPTI. Inspection of Figure 9 shows that the side-chain exposed fractions
(SCEF) of both the EW/MD and ISM/LD average structures closely follow the SCEF of the
crystal structure. The deeply buried hydrophobic core in each protein was well preserved
throughout the entire simulation for all solvent models and parameter sets. The SCEF calculated
from the CMAP/LD simulations have the smallest RMSD from the crystal structure (see Table
III). A few exceptions are noted where the different simulations indicate diverging degrees of
burial or exposure, and the larger of these deviations are indicated in each plot. (Here the same
threshold is used as in Table II to differentiate between buried and exposed residues. Note also
that for the sake of completeness glycine SCEF were calculated from the hydrogens bonded
to Cα, but they are not considered further in the analysis.)
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For ProtG, the RMSD of the average structure SCEF values from the crystal structure values
are all small (see Table III), and scatter plots (not shown) of the calculated versus the crystal
structure SCEF are strongly correlated (r >0.9). In ProtG [cf. Fig. 9(a)], only two residues,
Leu12 and Gln35, show large differences between the average structures and the crystal
structure SCEF: all simulations predict Leu12 to be solvent exposed, while in the crystal
structure this residue is buried, whereas Gln35 in the PAR22/LD structure is buried while the
others are solvent exposed.

The RMSD of the calculated SCEF from the crystal structure of BPTI are somewhat larger for
the EW/MD and PAR22/LD simulations, but the CMAP/LD simulation is closer to the crystal
structure (Table III). The CMAP/LD (vs. the crystal structure SCEF) scatter plot exhibits a
correlation of 0.93, while the other two have a correlation of about 0.8. For BPTI [cf. Fig. 9
(b)], there are a few divergent residues: Phe4 becomes solvent exposed in the average structures
from the ISM/LD trajectories, but in both the crystal and the EW/MD average structures this
residue is buried; note also two residues in loop1 where the EW SCEF are substantially larger
than the SCEF calculated from the other structures; other residues in BPTI that exhibit
diverging degrees of solvent exposure include C14 and C38.

Titratable residues that exhibit large shifts in their pKa values are often associated with protein
function.117–124 Thus the ability to estimate these pKa and reveal the microscopic origins of
the observed shifts is of great interest. It has been observed that the incorporation of protein
flexibility into the calculation of pKa increases their reliability,125 and here the ability of the
simulations reported in this work to provide reliable estimates of pKa values is analyzed (see
Discussion). The calculations were carried out using the Microenvironment-Modulated_SCP
approximation (MM_SCP).97,98 The pKa values of all the titratable groups in ProtG and BPTI
were calculated in two ways: (i) the pKa were first calculated from each of 600 structures
extracted from the last 6 ns (ISM/LD trajectories) and 2 ns (EW/MD trajectories) and then
averaged; and (ii) the pKa values were first calculated from the average structures used in the
analyses discussed above. Table V gives the RMSD of all the calculated pKa values from the
corresponding experimental values (the individual values can be obtained as Supplementary
Material).

The results shown in Table V indicate that for most cases approach (i) described above yields
pKa values with slightly smaller RMSD than approach (ii). While this result is not surprising,
evidence has been presented that a carefully prepared average structure can give nearly
equivalent quality results at a substantial reduction in required computing time.126 In the
present applications, the results given in Table V show that the pKa values calculated from the
average structures obtained from the simulations yield pKa values with overall RMSD close
to those obtained with method (i). Compared to the pKa values calculated from the crystal
structure, there appears to be a trend toward smaller errors in the pKa values calculated from
both EW and ISM simulations. This finding suggests that incorporation of flexibility from
implicit solvent simulations is as effective in improving pKa calculations as simulations with
explicit solvent. One caveat needs to be noted: in the systems studied here all of the titratable
residues are solvent exposed and their pKa do not undergo large shifts from their solution
values. Therefore the improvements found in BPTI and ProtG may not be observed in cases
in which the titratable residue is deeply buried and its pKa value is strongly shifted.

Discussion
ProtG, BPTI, and Ubq have been studied in the past using experimental and theoretical
methods. They are among the best-characterized proteins and detailed information on their
structure, dynamics, and thermodynamic properties is available.95,99,103,107–109,111,127–
133 The calculations reported in this article in particular explored the ability of the SCP-based
continuum model to provide stable trajectories of lengths 30–40 ns and the ability to conserve
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the HB pattern of exposed side chains, when applied in combination with atomistic descriptions
of the solute. Overall, the properties calculated with this continuum representation of the
solvent agree well with the corresponding experimental values and are also in reasonable
agreement with results from explicit water simulations. The differences in the calculated
properties are slightly smaller for ProtG than for BPTI, which might be due to the greater
rigidity of the former protein, as also evidenced by the greater stability of its trajectories. It
was also seen that the structural integrity, especially of the cores of each protein, was well
conserved. It is noted that with the exception of the energetics of sc–sc HB, the parameterization
of the SCP–ISM used in the calculations was the same as has been used in all earlier reports
(see Discussion in refs. 8,34, and 64).

The distortion of the BPTI structure from the PAR22/LD simulation supports the need for
longer simulations when exploring the stability of trajectories. In the present case, the PAR22/
LD simulation began to denature after about 3 ns, with further distortions at ~ 15 ns, but
simulations started with different initial conditions can remain stable much longer (unpublished
results), although the same features of the instability discussed herein are still observed. An
intriguing question resulting from the analysis of the main-chain torsion angles concerns the
stability of the EW/MD simulation. The inability of PAR22 to access the αL region seems to
be responsible for the deviation of the (φ,φ) values of R39 and, perhaps the response of G36
to compensate for the distorted R39 conformation. Similar distortions of residues with
backbone dihedral angles in the αL-region were here observed in Ubq, as well as additional
adjustments in other residues that may compensate to preserve the solution structure. Longer
and possibly multiple EW/MD simulations would be required to properly explore this question.
This study shows, however, that the CMAP in CHARMM may stabilize the dynamics of
proteins in long simulations compared to PAR22, although some adverse effects were observed
in the quality of the calculated order parameters (this seems to be unrelated to the absence of
explicit solvent and may be related to the CMAP potential). Although more work is needed to
validate both CMAP and the SCP–ISM, their combination seems to yield quite satisfactory
results in all the structural and dynamical properties studied in this article.

Another issue related to the conformation of BPTI is that the crystal structure contains four
water molecules located in the vicinity of the disulfide-bridged loops.134,135 These water
molecules have residence times in the nanosecond to the millisecond range136,137 and have
not been introduced in the ISM/LD calculations, although they were not explicitly introduced
in the EW/MD either for the sake of comparison. It is noted that the use of a continuum
representation of the solvent should not preclude the inclusion of individual water molecules
in the system. In this case, the individual molecules (e.g., crystallographic water molecules)
would have to be treated as part of the solute. However, although the solvation energy of
individual water molecules can be reasonably described by a continuum model such as the
SCP–ISM, other questions have to be addressed such as the correct water–sc HB interaction
energies, which may be critical to reproduce experimentally determined residence times in a
LD simulation (SAH, unpublished results). It is noted that, in this case, a proper LD algorithm
is essential and would contribute to maintaining the individual water molecules confined in
the protein interior. Therefore, a refinement of the simple LD algorithm used here is needed
to mimic anisotropic pressure and random collision from outside the protein only (SAH,
unpublished results). Besides, a protocol should be designed to mimic the penetration of a water
molecule or ion to a protein cavity once they diffuse out of the protein.

The behavior of solvent-exposed side chains in the dynamics reported here seems to be
controlled mainly by the quality of the continuum model, including hydrophobic, electrostatic,
and HB interactions, and is probably less affected by improvements of the rest of the force
field, i.e., in the atomistic description of the solute (e.g., CMAP over PAR22). The fundamental
relevance of correctly describing HB energetics in a continuum model has been discussed
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previously43,63 (see also Introduction). The description of HB in the SCP–ISM version used
in the calculations reported here needs further refinement, as evidenced by the loss of sc–sc
H-bonds in the two ISM/LD simulations of ProtG but not in the EW/MD simulation. A further
refinement of the model would contain a more accurate HB description based on a
parameterization obtained from systematic potentials of mean force calculations in EW/MD
simulations.43 This new development would extend the limits of application of the continuum
model to problems in which sc–sc interactions play a central role such as in ligand-binding and
protein–protein interactions. Therefore, this refinement is important for dynamics simulations
of dimers and other macromolecular complexes, because HB interactions may be critical for
the stability of the interface.

The pKa values calculated from the trajectories support the idea that incorporation of protein
flexibility improves the results. Since the MM–SCP is a variational approach that partially
accounts for structural responses (relaxation) to changes in the electrostatic configuration of
the system, the improvements noted here are due to the instantaneous structural changes
described by the fluctuations. Thus the improvements noted in Table V, which in the present
calculations are larger in ProtG than in BPTI, suggests that the simulations present a fairly
realistic description of the (temperature-dependent) fluctuations. At the same time, it needs to
be recognized that methods like the MM–SCP that use partial charges (usually taken from a
force field) to describe the electrostatic and solvation properties of the macromolecule are
limited in their reliability and ability to reveal the underlying physics that control properties
like acid-base equilibrium constants. This is so because they cannot describe the detailed
electronic structure that actually determines molecular properties, including pKa. Such a
complete description (depending on electronic structure) can only be obtained using QM
methods. Such approaches are being explored,138,139 but because of the computational
demands progress in the use of QM approaches has been slow.

The study reported in this paper is timely and relevant because doubts exist concerning the
ability of continuum models of solvation to describe structural and dynamical properties of
biomolecules (e.g., see refs. 140–142). Clarifying this issue is essential if there is any hope of
addressing more challenging issues such as structure–dynamics–function relationships in
biomolecules. Simple models of molecular energetics have been traditionally used to
understand general physical principles behind specific processes (e.g., lattice model potentials
to study folding kinetics and dynamics, or Lennard–Jones sphere potentials to gain insight into
properties of liquids).143–149 Many problems in biology, however, require a level of accuracy
that can only be attained with a focused and persistent effort in the development of better
computational approaches. Thus, more accurate atomistic force fields for the solute and more
realistic continuum models of solvent effects62 would probably expand the possibilities of
applying computational techniques to biology-related problems and to overcome the
limitations of current methodologies. Structure predictions, analysis of protein folding kinetics
and dynamics, protein–protein association, protein–ligand interactions, etc, are all important
and exciting problems that can be addressed with atomistic/continuum models. The insight
gained from these studies may have deep biological implications and also generate hypotheses
on the function of these systems. Unfortunately, much more elementary and less exciting
problems and basic questions still remain to be investigated, such as the capability of a
continuum model (a force field in general) to generate stable trajectories in long time regimes
(i.e., of biological significance), to describe the conformations and dynamics of solvent-
exposed side chains, or to properly represent and preserve the HB network throughout the
system. All three questions have been addressed in this work. Failure to describe these basic
properties in a quantitatively satisfactory way would render the approximation useless and raise
doubts about its reliability in the most challenging and ambitious applications mentioned
above.
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Finally, it is noted that many processes in macromolecules are controlled not only by
electrostatics and HB interactions, but thermodynamic-related phenomena such as
hydrophobicity and other solvent-induced forces152–155 also play important roles in many
cases. For the calculations reported here, a simple cavity term was used, which is proportional
to the total SASA of the molecule. This simplistic description is far from a comprehensive
hydrophobic model that can be used reliably in biological problems or in simulations of
polymers in general (see Discussion in ref. 8). Non-electrostatic solvent-induced forces (e.g.,
hydrophobicity) may have an effect on the dynamics and conformations of solvent-exposed
side chains that remains to be investigated in the context of the SCP–ISM. Another problem
that remains to be resolved is the effect of salts, which are ubiquitous in biological systems.
The LDS method described in Materials and Methods, upon which the SCP–ISM is based,
allows for a formal description of the screening due to an ion atmosphere around point charges
or dipoles and may provide a simple way to describe salt effects in a continuum model for
computer calculations (SAH unpublished).

The current version of the SCP–ISM has been implemented in CHARMM (version c31b1) for
use in combination with an atomistic description of the solute (PAR22 or CMAP); see ref.
64 for a summary of the implementation details. As currently implemented, the SCP–ISM is
about two to three times slower (depending on platform and compilation options) than the
corresponding vacuum calculation.
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Fig. 1.
Dependence of the convergence of the averaged Cα- RMS fluctuations on window size: ProtG:
(•) PAR22/LD and (▪) CMAP/LD; BPTI: (▾) PAR22/LD and (▴) CMAP/LD. The time
windows are measured from the end of the trajectory.
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Fig. 2.
Contour plots of the energy surface of the alanine dipeptide calculated with the CHARMM
force field (version c31b1): (a) SCP–ISM/PAR22, (b) SCP–ISM/CMAP, (c) VACUUM/
PAR22, and (d) VACUUM/CMAP. The energy surfaces were calculated as reported in ref.
34, and contours are in increments of 1.5 kcal/mol.
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Fig. 3.
Temporal evolution of the Cα RMSD of (a) ProtG, (b) BPTI, and (c) Ubq. Black line: PAR22/
LD; gray line: CMAP/LD. Insets: (a) EW/MD trajectory; (b) EW/MD (gray), PAR22/LD
(black).
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Fig. 4.
Ribbon representation of the superimposed average structures on the crystal structures for
ProtG (left) and BPTI (right): red (crystal): green (EW/MD); blue (PAR22/LD); and yellow
(CMAP/LD). EW/MD average structures were obtained from the last 2 ns of the trajectories,
whereas the PAR22/LD and CMAP/LD average structures were obtained from last 6 ns of the
trajectories.
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Fig. 5.
Residue-based (φ,ψ) torsion angles in the crystal and the average structures of (a) BPTI and
(b) Ubq: ( ) EW/MD (red); ( ) PAR22/LD; (▾) CMAP/LD; and (▪) crystal structure.
Approximate positions of the secondary structure elements are displayed schematically at the
bottom of each figure: diagonal hatching: α-helix; open: β-strand; black: loop.
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Fig. 6.
Cα RMSF of (a) ProtG and (b) BPTI (symbols as in Fig. 5 observed in the PAR22/LD simulaton
of). The fluctuations were calculated from the last 2 ns of the EW/MD simulations and the last
6 ns of the ISM/LD simulations. The fluctuations for the crystal structure were obtained from
the B-factors (see text).
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Fig. 7.
N-H generalized order parameters, S2, for (a) ProtG and (b) BPTI (symbols as in Fig. 5). The
order parameters were calculated over a 2-ns window for the EW/MD simulations and a 6-ns
window for the ISM/LD simulations (Order parameters were calculated using
CHARMM151). Experimental values are taken from ref. 107 for ProtG and from Goldenberg
(private communication) for BPTI.
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Fig. 8.
Residue–residue based map of correlated motions of ProtG and BPTI. Results from the EW/
MD simulations are given in (a) for ProtG and in (c) for BPTI; results from the ISM/LD
simulations are shown in (b) and (d) with the PAR22/LD represented in the upper triangle and
the CMAP/LD in the lower triangle of each panel. Red and yellow indicate regions of positive
correlation, and dark blue indicates regions of anti-correlation.
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Fig. 9.
Solvent-exposed fractions of side chains calculated from the average structures of (a) ProtG
and (b) BPTI (symbols as in Fig. 5). The average structures were calculated from the last 2 ns
of the EW/MD simulation and the last 6 ns of the ISM/LD simulations.
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TABLE III
RMSD of Calculated Properties Compared to Experimental Values

Property RMSFa
S2b SEFc

ProtG
EW/MD 0.14 0.10 0.09
PAR22/LD 0.19 0.10 0.08
CMAP/LD 0.21 0.13 0.07

BPTI
EW/MD 0.21 0.11 0.14
PAR22/LD 0.28 0.17 0.17
CMAP/LD 0.23 0.12 0.10

a
RMSF (in Å); experimental values taken from the B-factors.

b
Order parameter; experimental values taken from NMR measurements; ProtG: ref 107, BPT1: (Goldenberg, private communication).

c
Solvent-exposed fraction; experimental values from crystal structure.
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